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Editorial 

North-West University (NWU) became the first institute to host the annual South African Institute of 
Physics (SAIP) conference virtually.  Against the backdrop of the ongoing limitations due to the 
Covid-19 pandemic NWU successfully ran a memorable virtual 65th conference in the series of SAIP. Some 
papers from this online meeting are collected in this peer-reviewed volume. Submissions for the 
proceedings of SAIP2021 were handled by an Editorial Board headed by an Editor-in-Chief and Associate 
Editors with responsibility for submissions in different subject tracks.

The Editor Board of the SAIP2021 Proceedings received 123 manuscripts for consideration by the 
deadline of 30 August 2021. A total of 112 of these manuscripts met the relevant criteria and were 
submitted to a full peer-review process involving 177 individual reviewers (some reviewed more 
than one manuscript). The style of these proceedings is that of the (British) Institute of Physics 
Conference Series, similar to the styling used in previous SAIP Proceedings. 

Authors were requested to ensure that the defined layout were adhered to in their submitted pdf 
documents. At the start of the reviewing process, an initial layout review was conducted by the Associate 
Editors on each manuscript. It was noted that there were small deviations between the layout templates 
available in MSWord and Latex – both of these formats were accepted by the Associate Editors. 
Manuscripts that deviated considerably from the specified layout specifications, while still broadly 
appropriate in their composition, were referred back to the authors for major layout corrections before 
being forwarded to knowledgeable content reviewers as a second step in the review process. This year the 
Editorial Board aimed to reduce the time between the submissions and publication, with the authors 
being informed of the outcome of their submissions before the closure for the December holiday.

The publication of the SAIP Proceedings are highly dependent on the efficiency of the Associate 
Editors and the goodwill of Reviewers from the scientific community in South Africa. The Editor-in-Chief 
wishes to acknowledge the hard work of the Associate Editors who spent much time considering the 
papers and reviewer reports in order to ensure that acceptable academic standards were met during 
peer-review for the proceedings to be credible. The majority of the content reviews received were done 
with great care and diligence and to the highest standards. The Editorial Board wishes to voice their 
sincere thanks to the participating Reviewers for their pro bono work, specifically to those 
Reviewers that read more than one paper. The meticulous reviewing process described above has 
ensured that these proceedings contain thoroughly peer-reviewed manuscripts of a high professional 
standard, which report on novel work that has not been published elsewhere.

The Editor-in-Chief also wishes to recognise and thank Mr Mokhine from the SAIP offices for his support 
and help in preparing these proceedings. His technical skills were essential throughout the entire 
process and his patient assistance much appreciated. 

Finally, the Editorial Board wishes to thank all of the authors for submitting their research work to this 
proceedings to undergo the rigorous review process. It is our sincere hope that the final product offered 
here constitutes a due outcome of their hard work.
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Message from The Conference Organizers

The 65th South African Institute of Physics (SAIP) Annual Conference will always be 
remembered as the first virtual SAIP conference. We, as the LOC from the North-
West University, are proud of the initiative, as well as the innovative solutions 
adopted to make this new conference format feasible during the most trying of 
times. This would, however, not have been possible without all the conference 
participants who, by engaging actively on new and unfamiliar platforms, made this 
conference a success.

We would like to thank all participants who submitted papers to the conference 
proceedings, editors and reviewers for assistance with the peer-review process, 
and especially Prof Aletta Prinsloo for her guidance as editor-in-chief. During the 
conference, a lot of excellent science was presented and discussed, and we hope 
that this proceedings volume archives these new discoveries and insights for 
future generations.  

Eugene Engelbrecht (SOC Chair) and Du Toit Strauss (LOC Chair)
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Abstract. Ion beam induced sputtering in matter is of interest for fundamental ion-atom 
interaction studies. It is also important for practical applications such as ion beam materials 
analysis techniques like Secondary Ion Mass Spectrometry at MeV ion energies (MeV SIMS). 
Theoretical descriptions of nuclear sputtering yields due to keV projectile ions are generally in 
good agreement with experimental data, but this is not the case for electronic sputtering yields 
using heavy projectile ions There is thus a need for experimental data to improve existing 
theoretical models that describe electronic sputtering due to MeV ions. This work presents 
results of thin film sputtering yield measurements carried out using the Elastic Recoil 
Detection Analysis technique (ERDA). Measurements were carried out to determine the 
electronic sputtering yield in Indium Tin Oxide (ITO) due to 63Cuq+ and 197Auq+ MeV ion 
beams over an ion velocity range of 0.1 MeV/u - 0.6 MeV/u. The UV-Vis characterization 
technique was also used to determine the changes in the optical properties of the conducting 
oxide films due to heavy ion beam irradiation. Results show that reduction in thickness of the 
ITO film is attributed to the preferential sputtering of oxygen from the surface. The measured 
sputtering yield data were found to decrease with increasing ion fluence in the ITO target 
material for both Au and Cu ion beams. The optical band gap was found to decrease only 
slightly from 3.99 eV (for pristine) to 3.93 eV with increasing ion fluence. The results, in 
general, indicate that heavy ion beams irradiation can be used as an effective tool to induce 
surface modifications in thin films by dense electronic excitation. 

1. Introduction
The sputtering of atoms from a solid thin film by heavy ion beam bombardment is of practical interest
in areas related to materials analysis and modification, and for understanding the fundamentals of
heavy ion interaction with matter.

Sputtering of ions in matter has been studied extensively over the years [1,2]. Although a lot of 
research on sputtering yields induced by ion-target nuclei collisions at keV energies has been done in 
this field, this has not been the case for sputtering yields induced by interactions between high energy 
(MeV) projectile ions and orbital electrons of target atoms. Nuclear sputtering yields at keV energies 
can be predicted fairly accurately by existing sputtering theories [3] for practical applications in the 
traditional keV SIMS technique for instance. SIMS is a mass spectrometry technique that involves 
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bombarding the surface of a sample with a beam of accelerated ions and analyzing the secondary ions 

produced by the ion bombardment [4]. The predictive accuracy of existing models for electronic 

sputtering due to MeV ions is still inadequate for many practical applications, thus more experimental 

data is needed for the improvement and validation of theory. In this work we present experimental 

sputtering yield results in thin films due to heavy ion beam bombardment in the context of possible 

applications in MeV SIMS. 

Sputtering occurs when a solid target sample is subjected to irradiation with energetic ions resulting 

in particles being ejected from the surface. The projectile particle loses energy to the target via two 

mechanisms, which are central aspects in the theory of ion-matter interaction: inelastic electronic losses 

(ionization, electron-electron collisions, electronic excitation, and charge transfer) and elastic nuclear 

collisions (atom-atom collisions and conserved kinetic energy) [3]. The energy of the incident ions 

determines which energy loss will be dominant. At low projectile energies (< 100 keV/nucleon) the 

dominant mode of ion-target interaction is through nuclear collision cascades, which lead to nuclear 

sputtering. As the projectile energy increases, its energy loss tends to be mostly due to interaction with 

the electron cloud of the target atom than with the nucleus, this leads to electronic sputtering. 

The removal rate of surface atoms due to ion bombardment is quantified by the sputtering yield, 𝑌 , 

which is defined as the average number of atoms removed from the surface per incident ion [5]: 

𝑌 =  
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑡𝑜𝑚𝑠 𝑟𝑒𝑚𝑜𝑣𝑒𝑑

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑖𝑜𝑛𝑠
(1) 

The definition of sputtering yield implies that the average number of atoms removed is proportional 

to the number of incident ions. The sputtering yield is strongly dependent on the energy of the incident 

ions, the masses of the ions and target atoms, the experimental geometrical conditions (e.g., ion 

incidence angle) and the binding energy of atoms in the solid. 

2. Experimental Method

Ion beam induced sputtering yield measurements were performed using the Time of Flight (ToF-ERDA)

set up located on the zero-degree line of the 6 MV Tandem accelerator at iThemba LABS-TAMS,

Gauteng. The ToF-Energy spectrometer, shown in the schematic in Figure 1, detects atoms forward

recoiled from the target sample by the incident beam. Coincident measurement of the ToF and Energy

allows for recoil atoms to be separated according to atomic mass, and so it then becomes possible to

determine elemental spectra, from which depth profiles can be calculated [6].

Figure 1. A schematic representation of the ToF-ERDA telescope 

configuration at iThemba LABS-TAMS [7]. 

Indium Tin Oxide (ITO)-on-glass samples of thickness ~32 nm (or ~253×1015 atoms/cm2) were used 

in the irradiation measurements. The samples were mounted on a stainless-steel ladder located at the 
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center of a target chamber. The pressure in the chamber was maintained at 2×10-6 mbar during the 

measurements. The targets were placed at a tilted grazing incidence angle of 15º, with respect to the 

beam. The samples were uniformly irradiated for different irradiation times using three sets of energies 

for the Auq+ (20, 30 and 40 MeV) and Cuq+ (18, 27 and 34 MeV) collimated beams. The acceleration 

voltage, obtainable beam current for different charge states and the desired incident ion energy 

determines the ion charge state that eventually comes through to the experimental station. The ToF-

Energy detector telescope used for the detection and identification of recoil ions is set at a forward 

scattering angle of 30º to the initial beam direction [8]. Measurements were carried out at an existing 

installation of the ERDA technique set up at iThemba LABS TAMS, where the ToF detector is at a fixed 

angle of 30º. The original choice of 30º was based on kinematic considerations to prevent flooding of 

the detector by forward scattered incident ions during routine Heavy Ion ERD thin film analysis [7]. 

A two-dimensional spectrum of ToF versus Energy was generated for the different incident ion 

energies used. The spectra gave well separated bands of the different elements present in the films, as 

shown in Figure 2. The spectra were analyzed to obtain depth profile information using a Heavy Ion 

ERDA software called Potku [9].  

Figure 2. ToF-Energy scatter plot of an ITO film-coated glass 

substrate measured using a 40 MeV Au8+ incidence beam. 

The beam fluence 𝜙 was calculated from the irradiation time 𝑡, beam current 𝐼 and the beam spot 

area 𝐴 on the target [8]: 

𝜙 =  
𝐼𝑡

𝑞𝑒𝐴
(2) 

where 𝑞 is the ionic charge and 𝑒 is the electron charge (1.602×10-19 C). The reduction in the 

thickness of the films due to sputtering was determined in terms of areal concentration from the Potku 

calculated depth profiles and the sputtering yield rate was determined from the slope of a graph of film 

thickness versus beam fluence.  

The pristine and irradiated thin films were also subjected to Ultraviolet Visible measurements 

(LAMBDA 365 PerkinElmer Spectrophotometer) to investigate the changes in the optical band gap. 

3. Results and Discussion

3.1.  Sputtering Yields of ITO/Glass 

For beam induced sputtering yield measurements, the irradiation fluence was extended beyond normal 

ERDA analysis measurement times to obtain a measurable decrease in the thickness of the ITO film. 

Na 
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Figure 3 depicts the change in atomic concentration of ITO as fluence is varied, as measured with a 30 

MeV Au7+ ion beam. As the beam fluence increases, the atomic concentration of oxygen decreases, as 

a result of oxygen atoms being sputtered from the ITO film. A similar comparison for atomic 

concentrations of indium and tin (In + Sn) shows fairly constant concentrations with increasing beam 

fluence, this is interpreted as an indication of insignificant sputtering of the In + Sn atomic species. The 

above-observed results of the relative decrease in O concentrations and constant In + Sn concentrations 

with increasing fluence, indicates a case of preferential sputtering; whereby oxygen atoms are sputtered 

at a higher rate than either In or Sn atoms.  

Figure 3. Concentrations of O and In + Sn in the ITO/glass thin film at different 

sputtering fluences measured using a 30 MeV Au7+ ion beam.  

Figures 4 and 5 shows plots of sputtering yields of oxygen as a function of incident Au and Cu ion 

beam fluence, respectively. The sputtering yield was obtained from the change in areal concentration 

against the ion fluence i.e., dividing the content of an element at two points in the initial part of the plot 

by the corresponding fluence values. The sputtering yield of oxygen by incident Au and Cu ions 

decreases with increasing ion fluence for the measured fluence range, as shown in both figures. Similar 

behaviour of a decrease in the sputtering yield with an increase in bombarding fluence was recently 

reported by Mammeri et al. [10], in the case of Bismuth thin films irradiated by swift Cuq+ heavy ions 

over the 10 to 26 MeV range and ion beam fluences of approximately 1013 – 1015 ions/cm2. The decrease 

in the sputtering yields with increasing ion fluence can be attributed to the inelastic collisions causing 

changes in the ITO film thickness under heavy ion irradiation, due to large deposited electronic energy 

density. 

Two different trends are also observed for sputtering yields versus beam fluence, obtained by the 

different Au and Cu beams as shown in Figures 4 and 5; for Au beam irradiations it can be noted that 

the sputtering yield rate shows a steep drop at low fluences and then tends to flatten as the fluence 

increases and for Cu beam irradiations the sputtering yield rate decreases gradually at first and then 

shows a steep drop as the fluence increases. Comparing the sputtering yields obtained by both Au and 

Cu beams, it can be noted that the sputtering yields for Au ions are larger than that of Cu ions. This can 

be explained in terms of the velocity effect based on the inelastic thermal spike model [11], which states 

that the relationship between the electronic sputtering yield is directly proportional to the area of the ion 

damage zone. The velocities of the Au ions are approximately 2.6 times smaller than that of Cu ions, 

thus lower velocity ions deposit high energy density resulting in a high ion damaged zone and higher 

sputtering yields. 
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Figure 4. Sputtering yields versus ion fluence 

of O atoms from ITO/Glass thin films irradiated 

by 20, 30 and 40 MeV Auq+ ions. 

Figure 5. Sputtering yields versus ion fluence of 

O atoms from ITO/Glass thin films irradiated by 

18, 27 and 34 MeV Cuq+ ions. 

3.2.  Secondary Irradiation Effects 

Ultraviolet-Visible Spectroscopy (UV-Vis) was used to study the secondary irradiation effects of ITO 

thin films in comparison to unirradiated ITO thin films. Figures 6 and 7 shows the plots of (αhv)2 versus 

(hv) for Au and Cu ion irradiated films, respectively. The value of the optical band gap is obtained by a 

method of extrapolating (Tauc’s extrapolation) the linear part of the plot which intersects the x-axis at 

zero absorption, this gives the energy band gap. A slight decrease in the energy band gap of the Au and 

Cu irradiated films is seen from Figures 6 and 7. The energy band gap of the ITO thin films irradiated 

by 40 MeV Au8+ ions was slightly reduced from a pristine band gap value of 3.99 eV to 3.93 eV and 

those irradiated by 34 MeV Cu7+ ions slightly reduced from 3.99 eV to 3.95 eV with increases in ion 

fluences, this was concluded to be an insignificant reduction in the band gaps. 

Figure 6. Plot of (αhv)2 versus Photon energy 

(hv) for 40 MeV Au8+ ion irradiated ITO films 

coated glass substrate. 

Figure 7. Plot of (αhv)2 versus Photon energy 

(hv) for 34 MeV Cu7+ ion irradiated ITO films 

coated glass substrate. 
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4. Conclusion

Sputtering and secondary irradiation effects studies on ITO thin films were carried out. The reduction

in thicknesses of the ITO films was attributed to the preferential sputtering of oxygen from the surface,

as a consequence of weakly bonded oxygen atoms in the crystal lattice of the film. Electronic sputtering

yields decrease with increasing ion fluences for both Au and Cu ion beams. The sputtering yields were

found to be in the range of 101 – 102 atoms/ion. The observed oxygen sputtering yields from the ITO

thin films irradiated by Au ions were higher as compared to those irradiated by Cu ions. An insignificant

decrease in the optical band gap as a function of ion fluence confirms that no changes in the optical

properties occurred.
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Abstract. High entropy alloys (HEA) containing Co, Fe, Ni have recently enjoyed considerable 

attention in the physical and material sciences due to their interesting mechanical and magnetic 

properties that are further enhanced by the additive manufacturing technique often used to 

process them. HEAs are theoretically difficult to describe as they often form amorphous 

structures and the Bloch theorem is not applicable. In this article the method of the effective 

medium is used and the corresponding many body problem is solved self-consistently within the 

coherent potential approximation. The mixing entropy of HEAs is explained using an 

optimization approach. The complex micro and multi-phase structures are due to many body 

effects that are discussed from a calculation of the quasiparticle density of states. It turns out that 

these many body effects are most significant if the n components of the alloy are present at about 

equal proportions. Using alternatively a lattice gas model to represent the disordered alloy the 

existence of a second order phase transition is confirmed; the transition temperature is calculated. 

Heat capacity and entropy are evaluated as a function of temperature 𝑇. It is shown that the 

results of the two model calculations are in qualitative agreement with one another and must thus 

be regarded as good and reliable. 

1. Introduction

High entropy alloys (HEA) have been studied since 2003 [1] mainly due to their exceptional mechanical
properties, i.e. high yield and ultimate strengths, high structural and phase stability, good corrosion
resistance, and high hardness. These properties make high entropy alloys suitable for high temperature
applications, e.g. gas turbines in the aerospace industry. They are also routinely used in boat structures,
racing car bodies, spaceships, and other constructions of a challenging nature. High entropy alloys are
novel or composite materials with about equal proportions of several metals. The basic idea is to create
a multi-element single phase solid solution alloy. This feature makes HEAs different to conventional
alloys which consist of a primary component with small amounts of additional elements added.
Examples for such conventional alloys are bronze (88% Cu and 12% Sn) and carbon steel (96% Fe and
4% C). On the other hand, in high entropy alloys additional elements may be added to Fe to form a new
material with properties very much different to those of the individual components. As each HEA can
be modified by minor variations in the choice of added elements, the possible number of new alloy bases
is vast [2]. Elements with different crystal structures are mixed with the possibility to form various new
phases. An example is the single phase CoCrFeNi high entropy alloy which forms an f.c.c. crystal lattice
even though Ni, Fe, and Co on their own all crystallize in different lattice structures. To form single
phase structures a homogeneous distribution of elements is useful but not necessary [3]. Due to their
high mixing entropy high entropy alloys often form multi-phase or even amorphous structures. In the
CoCrCuFeNi alloy complex microstructures are observed consisting of amorphous regions and
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magnetic nanoparticles forming a superparamagnetic phase. Other alloys exhibit a gap in the density of 
states near the Fermi level which makes them interesting due to their electronic and magnetic properties 
as Kondo insulators [4]. Possible applications as soft magnetic materials are suggested.

High entropy alloys are conveniently produced using the additive manufacturing technology [5]. 
To prevent component failure a structure and design evaluation known as structural health monitoring 
SHM [6] can then be performed for a risk based analysis and quality assurance. The aim of the article is 
to get to a better understanding of the material properties of high entropy alloys. It is organized as 
follows. In the next section the theory on elementary excitations in disordered alloys is presented and a 
many body problem is formulated. In Section 3 results are presented for the mixing entropy of an ideal 
solid solution consisting of n components. The discussion of the quasiparticle density of states reveals 
that many body effects are most prominent for near equal component concentrations, i.e. 𝑐𝛼 =  1⁄𝑛 for
all 𝛼. These many body effects are ultimately responsible for the microstructure and thus the mechanical 
properties of high entropy alloys.  In Section 4 the lattice gas model is applied to disordered alloys.  
Conclusions are drawn in Section 5. 

2. Theory

The perfectly periodic solid is invariant with respect to translational symmetry operations so that the

one particle contribution of the Hamiltonian becomes diagonal in 𝒌-space. The Bloch theorem may then

be applied to reduce the total many body problem to that of a microscopic unit cell determined by the

lattice structure. On the other hand, for disordered systems, e.g. alloys, the Bloch theorem is not

applicable. For reasons of simplicity we consider a substitutional alloy consisting of several compounds

with similar bandstructure. Additionally we restrict the calculation to a one band model to obtain the

model Hamiltonian in the formalism of 2nd quantization

𝑯 =  𝑯𝟎  + 𝑯𝒑  =  ∑𝒊𝒋𝝈 𝑻𝒊𝒋  𝒂+
𝒊𝝈  𝒂𝒋𝝈  +  ∑𝒊𝝈 𝜼𝒊𝝈  𝒂+

𝒊𝝈 𝒂𝒊𝝈.

     (1) 

Here the term 𝑯𝟎 denotes a one electron contribution describing the hopping of an electron with spin

𝝈 from lattice site 𝑹𝒋 to lattice site 𝑹𝒊. The corresponding hopping integrals are related to the Bloch

energies via 

𝑻𝒊𝒋  =  
𝟏

𝑵 𝒌 𝜺 ( 𝒌)  𝒆𝒊𝒌 ∙( 𝑹𝒊− 𝑹𝒋 ).        (2)  ∑

The perturbation 𝑯𝒑 arises from different atom types with atomic energy level 𝜼 occupying the lattice

site 𝑹𝒊. It is this part of the Hamiltonian that is responsible for many body effects. The Hamiltonian of

Eq. (1) represents the simplest model to describe electrons in a multicomponent alloy. It contains no 

electron-electron interaction and only depends on the concentrations of different alloy components. It, 

however, includes electrons interacting with the local lattice potential via the Bloch energies.       

To determine 𝑯𝒑 the method of the effective medium [7] may be used. The potential of the fictitious

medium is chosen so that the corresponding many body problem can be solved exactly. The perturbation 

part of the Hamiltonian then describes the deviation of the local potential from that of the effective 

medium. As this is not known, it is varied until the quasiparticles are not scattered any more at the local 

potential. This implies that the many body problem becomes an effective one particle problem and the 

corresponding self-energy 

𝑴𝝈 (𝒌, 𝑬) = 𝟎.           (3)

Alternatively, for the calculation of the one electron Green function 𝑮𝒌𝝈 (𝑬) a configuration average

can be performed where for a given set of component concentrations 𝒄𝜶 an average over all possible

distributions of atoms is calculated. The coherent potential approximation CPA [8] describes a self-

consistent calculation where the self-energy 𝑴𝝈 (𝒌, 𝑬) becomes 𝒌-independent, i.e.

𝐌𝛔 (𝐤, 𝐄) =  𝐌𝛔 (𝐄).          (4)

The self-energy 𝑴𝝈 (𝑬) contains the contributions of the perturbation 𝑯𝒑, i.e. deviations of the atomic

energy levels from the ideal periodic solid. Within the CPA the configuration averaged one particle 

Green function becomes 
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〈𝑮𝒌𝝈 (𝑬)〉  =  
ħ

𝑬− 𝜺 (𝒌)+ 𝝁− 𝑴𝝈 (𝑬)
 .      (5) 

The quasiparticle density of states then follows from the 𝒌-summation 

𝝆𝝈 (𝑬) =  − 
𝟏

𝑵 𝝅
 𝑰𝒎  ∑

𝟏

𝑬− 𝜺 (𝒌)− 𝑴𝝈 (𝑬)𝒌 =  − 
𝟏

𝝅
 𝑰𝒎 ∫

𝝆𝟎 (𝒙)

𝑬−𝒙− 𝑴𝝈 (𝑬)
 𝒅𝒙

+ ∞

− ∞
.  (6) 

In the second step of Eq. (6) the 𝒌-summation is replaced by an integral over the free Bloch density of 

states that can be chosen in such a way to conveniently represent interacting particle systems. Numerical 

evaluations are presented in the next section.  

3. Results

Section 3 contains both analytical and numerical evaluations regarding the mixing entropy and the

quasiparticle density of states of high entropy alloys. The corresponding results are presented, discussed, 

and compared with those of other authors. 

3.1 The mixing entropy 

The mixing entropy 𝜟𝑺 for an ideal solid solution consisting of 𝒏 components is given as 
𝒏
𝜶=𝟏𝜟𝑺 =  −𝑹  ∑ 𝒄𝜶   𝐥𝐧 𝒄𝜶.                                             (7)

Here 𝑹 denotes the universal gas constant and 𝒄𝜶 the concentration of components of type 𝜶. For the

case 𝒏 = 𝟐 Eq. (7) simplifies to 

    𝜟𝑺 =  −𝑹  (𝒄  𝐥𝐧 𝒄  + (𝟏 − 𝒄)  𝐥𝐧(𝟏 − 𝒄)).               (8) 

The mixing entropy 𝜟𝑺 attains a maximum value if 
𝒅 ( 𝜟𝑺)

𝒅𝒄
=  −𝑹  𝐥𝐧 (

𝒄

𝟏−𝒄
)  = 𝟎.      (9) 

From Eq. (9) follows that 𝑐 =  𝟏⁄𝟐 . If the components are present in equal proportions, then 𝜟𝑺 is

maximized with 

(𝜟𝑺)𝒎𝒂𝒙  = 𝑹 𝐥𝐧 𝒏.               (10)

The result of Eq. (10) agrees with reference [9] suggesting that with larger values of 𝒏 the formation of 

random solid solutions in a multi element alloy system becomes more likely. However, the importance 

of a high mixing entropy with regard to an energy minimum is reduced with decreasing temperature.  

3.2. The Quasiparticle Density of States 

Eq. (6) is numerically evaluated for a binary alloy consisting of two components with concentrations 𝑐𝐴

and 𝑐𝐵 = 1 − 𝑐𝐴. Corresponding results are depicted in Fig 1 below. The pure crystal is described by
the undisturbed density of states with centres of gravity at energies 𝐸 = 0.5 and 𝐸 = 1.5 respectively. 
Moving away from this trivial situation the densities 𝜌(𝐸) start overlapping and additionally become 
more and more deformed. If the centres of gravity are far enough apart, then at intermediate 
concentrations 𝑐𝐴 =  𝑐𝐵 =  1⁄2 a band splitting is observed. This band splitting is a typical many body
effect which becomes more significant when the chemical potential falls into the band gap. In that case 
the alloy becomes semiconducting with interesting electronic and magnetic phenomena present like 
hybridization of localized and conduction electrons, mixed valence states, spin glass behavior, and 
superparamagnetism. Such phenomena are indeed observed in high entropy alloys. Similar results to 
those presented in Fig 1 below are also reported in reference [10]. 
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Figure 1. Density of states 𝜌(𝐸) as a function of energy 𝐸 for a binary alloy AB plotted for different 

component concentrations 𝑐𝐴.

4. The Lattice Gas Model

The lattice gas model [11] is applied to describe respectively liquids, disordered alloys, and magnetic

systems (Ising model). The total volume 𝑉 is subdivided into microscopic cells of volume ∆𝑉 that are

either occupied or unoccupied. One then distinguishes between two situations:

(1) There are large regions that are either completely occupied or unoccupied. Such a phase

separation occurs for temperatures 𝑇 ≤  𝑇𝐶.

(2) The occupied cells are statistically distributed over the entire volume 𝑉. This vapor phase is

realized at temperatures 𝑇 >  𝑇𝐶.

The coexistence line between the phase separated system and the homogeneous system is obtained from 

the ratio of atoms in the liquid state. This ratio is temperature dependent and described by the implicit 

equations  

𝑟 (𝑇) =  tanh (
𝛼  𝑟(𝑇)

𝑇
), 

𝑇𝐶  =  
𝑧  𝑤

2  𝑘𝐵
.    (11)  

The transition temperature depends on the number of nearest neighbours 𝑧 and the interaction energy 𝑤 

between molecules. Similar expressions for 𝑇𝐶 are also obtained from other models of phase transitions,

e.g. molecular field approximation of Heisenberg model. A numerical evaluation of Eq (11) yields the

results of Fig 2 below.
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Figure 2. Ratio of atoms 𝑟 (𝑇) (= 𝑠 (𝑇)) in the liquid state as a function of temperature 𝑇. 

At 𝑇 = 0 all atoms are in the liquid state, i.e. 𝑟 (𝑇 = 0) = 1. With increasing temperature more and 
more atoms become vaporized and 𝑟 (𝑇) continuously decreases as a function of 𝑇. At the transition 
temperature 𝑟 ( 𝑇 =  𝑇𝐶  ) = 0 as all atoms are vaporized; the corresponding phase transition is of second
order. This is further confirmed with the discussion of the heat capacity     

𝑥2

𝐶𝑉  =  
cosh 2 ,    (12)

where 𝑥 =  
𝛼

𝑇

( 𝑥)

 and the entropy 𝑆 (𝑇) as a function of temperature 𝑇 . Corresponding results are depicted 
in Figures 3 and 4 below.  As a response function the heat capacity has a peak at the critical temperature 
𝑇𝐶 ; such peaks are typical for 2nd order phase transitions. The entropy 𝑆 (𝑇) reaches saturation in the
high temperature limit where 

𝑆 (𝑇)  → 𝑁 𝑘𝐵   ln 2.     (13)
For a binary alloy this is identical to the result of Eq. (10) above. On the other hand, in the low 
temperature limit 

   𝑆 (𝑇 = 0) = 0.    (14) 
This is in agreement with the 3rd law of thermodynamics. Furthermore, at the critical temperature 𝑇𝐶 the
entropy function is continuous as expected for a 2nd order phase transition. 

Figure 3. Heat capacity 𝐶𝑉  (𝑇) as a function of temperature 𝑇.
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Figure 4. Entropy 𝑆 (𝑇) as a function of temperature 𝑇. 

5. Conclusions

In this work high entropy alloys are theoretically described using the method of the effective medium;

the corresponding many body problem is solved within the coherent potential approximation CPA. The

mixing entropy ∆𝑆 attains a maximum value for equal distribution of alloy components. The

quasiparticle density of states QDOS shows many body effects in exactly the same region of

concentrations. From the lattice gas model the critical temperature 𝑇𝐶 for phase separation is calculated.

The existence of a 2nd order phase transition is confirmed.
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Abstract. Heavy transition metals are frequently used as electrodes and substrates in
scanning tunneling microscopy experiments. In the constricted low dimensional systems that
occur in such experiments, typically under conditions of non-zero bias voltage, spin-imbalance
may develop even in non-magnetic atomic- and nano-systems. This phenomenon arises as
a result of spin selective effects mediated by spin-orbit coupling. It is important to not only
understand the emergence of the spin imbalance, but also to model associated properties such as
spin-polarized electron transport in these systems. Conventional theoretical approaches cannot
model these effects because they usually neglect spin-orbit coupling. Therefore, to model spin-
imbalance in the electronic transport of constricted nano-systems, such as in atomically sharp
transition metal electrode tips or surfaces, as well as in organic molecules bridging the electrode
tips, we have implemented spin-orbit coupling as a post-self-consistent correction in atomic
orbital basis density functional theory within the non-equilibrium Green’s function formalism.
Our method takes advantage of optimized Gaussian orbital basis sets and effective core potentials
and one-shot transport calculations with steady convergence and charge transfer properties
compared to other similar approaches. We apply this method to a selected number of sample
constricted low dimensional systems where spin-imbalance is important by performing density
functional transport calculations. This permits us to demonstrate that incorporation of spin-
orbit coupling is essential to understanding emergent spin-imbalance in molecular electronics,
while in certain instances, the consideration of the applied bias is also important to the
manifestation of spin imbalance phenomena in heavy transition metal electrodes and substrates.
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1. Introduction
Spintronics is a promising field in which the electron’s spin is used to process and store
information as an improvement on the present use of its charge to accomplish those same tasks
[1]. Recently, spin-orbit coupling (SOC) has been proposed as an explanation for spin-polarized
currents in molecular junctions [2, 3, 4, 5], which, in the simplest possible arrangement, consist of
two nano-sized transition metal electrodes bridged by freely-suspended chiral organic molecules
(molecules which have non-superimposable mirror images), typically in the scanning tunneling
microscope (STM) setup [6, 7]. In practical applications, spin-selective molecular nano-junctions
could serve, for example, as spin-current rectifiers in novel spintronic molecular devices, due to
the so-called chirality induced spin selectivity (CISS) effect.

There still exists, however, a controversy surrounding the exact origin of the CISS effect:
is it due to spin-locking along the twisting chiral molecule in which orbit moments on the
molecule’s atoms favour the transport of one spin orientation over another [2], or does the
molecule inherit SOC from the heavy transition metal electrodes such that spin-filtering rather
take places at the interface between metal electrode and molecule [3, 4, 5]? To answer this
question from a theoretical perspective, it is at the very least necessary to model SOC properly
and conveniently in electronic transport calculations based on density functional theory (DFT),
since comparisons with experiment are usually accomplished via such calculations [7, 8, 9]. SOC
transport calculations are possible in many DFT codes, but convergence may be intractable for
nano-systems involving more than a few tens of (heavy transition metal) atoms. In this work,
we present one-shot DFT electronic transport calculations based on the non-equilibrum Green’s
function (NEGF) method [8] using Gaussian-type orbital(GTO) basis sets that have been fitted
to high quality SOC bands.

2. Models
In 2018, Pakdel et al. [10] found that if a GTO basis set describes the band structure of a material
well in the absence of SOC, then adding SOC as a correction in a post self-consistent-field (SCF)
step gives good SOC bands, when compared to a reference method that produces very high
quality bands such as VASP [11], Wien2k [12], Quantum Espresso [13] or OpenMX [14, 15, 16, 17].
Pakdel et al.’s method [10] and our recent improvements thereupon are described very briefly
below.

The Dirac-Kohn-Sham Hamiltonian can be written, to lowest order, as the standard atomic
SOC matrix because the radial and angular components of the wave functions in atomic-orbital
based DFT, such as the GTOs used by CRYSTAL14 [18] or GAUSSIAN09 [19] are orthogonal:

ξ (r)L · S =
[
ξij

〈
li;mli ; s|L · S|lj;mlj ; s

′〉] , (1)

where:

ξij =
e2

2mec2

∫ ∞
0

1

r

dVeff (r)

dr
Ri (r)Rj

∗ (r) r2dr. (2)

rIn equation (2), Veff (r) = −Z is the effective nuclear potential [10], with Z the atomic number.
Ri (r) are the radial (un)contracted gaussian-type orbitals (CGTOs). Only CGTOs on the same
atom and of the same shell type (L = 1, 2 or 3) contribute to the integral because SOC is an
intra-atomic phenomenon [10]. However, for CGTO basis sets with pseudopotentials, Pakdel
et al. found that a single multiplicative correction to ξij was needed in order to account for
the correct effective charge in Veff (r) due to the lack of nodal structure near the nucleus in
pseudopotentials. Here, we make two minor modifications to improve the above implementation.
We use the following modified Yukawa screening potential:

Veff (r) =

{
−(Z−1)

[
exp
(
− lnZ

rc
r
)

+1
]

r r ≤ rc
−1
r r > rc

(3)
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where rc is a cutoff, typically the size of an atomic radius (∼ 2.5−3.0 a.u.). Instead of the single
global multiplicative factor used in ref. [10], we implement a multiplicative factor for each shell
type (L = 1, 2 or 3) to account for the fact that the radial SOC coefficients of different shells
are usually multiples of each other [20].

● Our method
✗ Ref. method

a)

b)

SOC = 0.0 SOC = 0.8 SOC = 1.0

Figure 1. (Colour online) a) Example of adding spin-orbit coupling as a post-SCF correction in
DFT calculations of the bands of a solid material, for b) Bismuth (111) bilayers. Solid markers
are our method and the fainter crosses correspond to the reference method. The same lattice
parameters were used in both methods as in ref. [10]: a = 4.33 Å and c = 1.74 Å in symmetry
group P 3̄m1 of the Hermann-Mauguin classification or space group 164 in the International
Tables of Crystallography.

3. Results and discussion
To verify that adding SOC as a correction in a post-SCF step gives good SOC bands, we use
Bi(111) bilayers (see figure 1 b)) as a test system and compare our calculations using CRYSTAL14

on one hand, and OpenMX as reference method, on the other, given the very good agreement
between OpenMX and Wien2k [21, 22].

In Bi(111) bilayers, starting without SOC in the left panel of figure 1 a), the band gap must
evolve first into a Dirac cone at the Γ point (SOC=0.8 in the middle panel of figure 1 a) ) and then
open up again as SOC is increased to 1.0 in a so-called “band inversion” in the rightmost panel
of figure 1 a). We used the high quality basis set from ref. [23] for Bi and the Perdew-Burke-
Ernzerhof (PBE) generalized-gradient approximation (GGA) exchange correlation functional in
our CRYSTAL14 calculation of the bands in the absence of SOC, resulting in reasonable agreement
with our reference method, using the Bi8.0-s4p4d3f2 basis set and Bi PBE19 pseudopotential
in OpenMX. We also used very large k meshes (81× 47× 1) in multiples of 3 to correctly capture
the electronic structure at the Γ point. In going from SOC=0.0 to SOC=1.0, we only tuned the
multiplicative factor empirically for the bands of p-orbital (L = 1 shell) character because only
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they contribute to SOC ±4 eV about the Fermi energy. Thus, in figure 1, SOC=0.8 corresponds
to using a L = 1 multiplicative factor SOCFACP = 270.0 and SOC=1.0, to SOCFACP = 350.0.

The ultimate goal of fitting SOC corrected bands to a reference method is to choose high
quality basis sets that can be used in DFT electronic transport calculations where transition
metal elements, sometimes with strong SOC, are used as the electrodes. We therefore need high
quality GTO basis sets for metals such Au, Ag and Cu, which are used in experiments [24, 25].
For the sake of brevity, we present only the SOC-corrected bands for two extreme cases (see
figure 2): face-centred cubic (FCC) Cu using an all-electron basis set [26] (all multiplicative
factors set equal to 1.0) and FCC Au using the high quality pseudopotential basis set reported
in ref. [23]. The latter required larger per-shell multiplicative factors, SOCFACP = 260.0,
SOCFACD = 40.0 and SOCFACF = 10.0 for the L = 1, 2, 3 shells respectively. The same lattice
parameters were used in our and the reference methods: 3.63 Å in the case of Cu and 4.05

for Au [23]. As basis sets and pseudopotentials in OpenMX, we used Cu6.0H-s3p3d3f1 and
Cu PBE19H for Cu and Au7.0-s2p2d2f1 and Au PBE19 for Au.

a)

b)

● Our method
 Ref. method

● Our method
 Ref. method
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SOC bands of FCC Cu: SOCFACp=1.0, SOCFACD=1.0, SOCFACF=1.0

SOC bands of FCC Au: SOCFACp=260.0, SOCFACD=40.0, SOCFACF=10.0

E 
– 

E F (
eV

)
E 

– 
E F (

eV
)

Figure 2. (Colour online) a) SOC-corrected bands for face-centred cubic Cu obtained using 
the all-electron basis set reported in ref. [26] in CRYSTAL14 (red solid markers) and the reference 
method OpenMX (light blue crosses) b). SOC-corrected bands for FCC Au obtained using the 
pseudopotential basis set reported in ref. [23] in CRYSTAL14 (red solid markers) and the reference 
method OpenMX (light blue crosses). Notice that per-shell multiplicative SOC factors much larger 
than 1 were needed to get a good empirical fit in the case of Au.

Figure 3 illustrates two simple example applications of our post-SCF electronic transport 
implementation of SOC. For this, we use the code Atomistic NanoTransport (ANT.Gaussian)
[27, 28, 29]. It interfaces with Gaussian09 [19] to perform a scalar-relativistic, spin-unrestricted 
calculation of the transport. The SOC correction has been implemented in ANT.Gaussian and is 
freely available online [30]. The advantage of using ANT.Gaussian over other density functional 
theory (DFT) codes with a self-consistent SOC electronic transport capability, is that the 
calculation requires just one step unlike most of the other codes in which a one-dimensional
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electrode model is used [31, 32]. Moreover, our method displays better convergence properties
compared to other codes in the absence of SOC, such as our reference method OpenMX [33, 32].

The structure in figure 3 a) was taken directly from the online supplementary material of ref.
[4]. For Au and Cu, we used the basis sets referred to previously. For Ag, a pseudopotential
basis set giving good agreement with the reference method and similar to that of Au was used
[34]. As expected, the polarization in the molecule generally increases as the metal becomes
heavier and the intra-atomic SOC interaction becomes larger.

In figure 3 b), we show the manifestation of the classical spin-Hall effect in an unreconstructed
surface of Au(111). Broken inversion symmetry in thin samples or exposed surfaces of heavy
transition elements leads to the lateral separation of spins of roughly opposite orientation under
non-zero bias, 0.1 and 0.5 V, even in non-magnetic materials [35].

a)

b)

P = T ↑↑ + T ↓↑
−T↑↓

−T ↓↓

2T

Applied bias = 0.1 V Applied bias = 0.5 V

Figure 3. (Colour online) a) Polarization (P ) of the helicene molecule sandwiched between
Au, Ag or Cu electrodes (left) as a function of energy, calculated at zero bias voltage from the
spin-resolved transmission T σ,σ

′
, where σ, σ′ = {↑, ↓}. b). Spin densities along the z direction in

the Au ”table” shown on the left and calculated at bias voltages of 0.1 and 0.5 V, respectively.
Under non-zero bias, the classical spin Hall effect manifests as the lateral separation, along the
transport direction, of spins of approximately opposite orientation.

4. Conclusion
We have presented a post self-consistent field implementation of spin-orbit coupling in density
functional theory calculations on transition metals using Gaussian type local orbitals. The
ability of such basis sets to correctly reproduce the electronic structure of the metals is
established by comparing spin-orbit-coupling corrected bands with those generated by a fully
self-consistent implementation of the spin-orbit interaction. The transferrability of the basis
sets to density functional theory electronic transport calculations was established by performing
simple test calculations to reproduce phenomena that are known to trace their origins to spin-
orbit coupling: (i) chirality induced spin selectivity of organic molecules under zero bias and
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(ii) the manifestation, under non-zero bias, of the classical spin Hall effect in a thin non-
magnetic Au(111) surface. The advantage of our method is that the calculation is one-shot, i.e.,
requires only one step and also exhibits superior convergence properties compared to other fully-
relativistic self-consistent implementations. In future work, we will implement SOC-corrected
band fitting for magnetic systems and composite materials.
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Abstract. This work report on the structure, morphology, optical and electrical properties of 

few-walled carbon nanotubes (FWCNT) as electron acceptor in the active layer of organic solar 

cell devices. FWCNT were dissolved in chlorobenzene and incorporated with pristine P3HT-

conjugated polymer at different ratios (1:1-1:4) and systematically the effects on the structure, 

morphology, optical and photoluminescence were investigated. The XRD results exhibits the 

cubic structure, UV-Vis showed improvement in absorption which gives a better opportunity for 

enhanced efficiency in organic solar cells. PL results showed that all samples are quenching the 

P3HT intensity giving a large possibility of the charge separation in the photoactive layer and 

FESEM showed the disordered nanotubes. 

1. Introduction

The global share of photovoltaic (PV) technologies in energy production still remains marginal today

and is likely to remain this way for a long period of time especially in the poor developing countries [1].

The evidence of the limited global impact of PV is marked by the increasing market share of fossil fuels

in the generation of electricity [2]. Carbon nanotubes (CNT) have emerged as one of the leading

additives for improving the thermoelectric properties of organic materials due to their unique structure

and excellent electronic transport properties [3]. CNT are the most commonly used and effective

material among numerous fillers. They can provide conductive paths when embedded in polymer matrix

since CNT possess excellent electrical conductivity and high charge mobilities [3]. These CNT can be

divided into three (3) types: single walled carbon nanotubes (SWCNT), few walled carbon nanotubes

(FWCNT) and multi walled carbon nanotubes (MWCNT) [4]. The high conductivity of CNT is due to

the availability of free electrons owing to sp2 hybridized carbon atoms of the hexagonal graphite plane

[5]. The electrical behavior of SWCNT can be determined by their chirality, either metallic or

semiconductor [6], however, MWCNT is metallic if at least one sheet has a metallic chirality [7].

Comparing the CNT, FWCNT are known for their remarkable electronics properties [8], conductivity

and field emission is stronger [9]. Jung et al. [10] incorporated FWCNT with different conducting

polymers including poly(3 – hexylthiophene) (P3HT) for thermoelectric properties. They also reported

the highest thermal conductivity when FWCNT incorporated with P3HT compared to other conducting
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polymers. Khan et al. [11] used MWCNT mixed with P3HT as a photoactive layer for organic solar 

cells. In their findings, they reported the photoelectrical conversion efficiency (PCE) of 2.35%.  

Recently, organic electronics based on conducting polymers have been intensively investigated due 

to their interesting   band gap and they can also be easily used to fabricate   thin films [11]. These 

conducting polymers have been applied in organic light emitting diodes (OLED), organic gas sensors 

(OGS) and organic solar cells (OSC) amongst others [12-16]. Poly(3 – hexylthiophene) P3HT is a 

conjugated electron donor polymer that is commonly used in solar cells, due to its good electro-optical 

properties, ease of process and synthesis [18–22] and it has been seen as the pillar in the development 

of future nanostructured polymer solar cells [23]. (P3HT) has been mostly applied in organic solar cells 

due to its narrow band gap (1.93-1.95 eV) that enable it to absorb a large energy spectrum [17]. In this 

study, P3HT-FWCNT at different ratios were investigated for the purpose of improving P3HT 

absorption and conductivity for applications in organic solar cells.  

2. Experimental Procedure

Few walled carbon nanotube (FWCNT) and poly(3 – hexylthiophene) (P3HT) were purchased from

Sigma Aldrich used in this study without further purification. FWCNT was dissolved in chlorobenzene

using the ultrasonic bath for 30 minutes and P3HT was also dissolved in chlorobenzene and stirred on

the magnetic stirrer for 24 hours. P3HT was incorporated in FWCNT at different ratios, the composites

were stirred on the magnetic stirrer for 3 hours. The thin films were prepared by using a pipette to drop-

cast the solution onto the ultrasonically cleaned borosilicate glass substrate and thereafter the film was

then allowed to dry at room temperature. The thin films were then characterized using X-ray diffraction

(XRD), ultraviolet to visible (UV-Vis/NIR) spectrophotometer and photoluminescence (PL)

spectroscopy, field emission scanning electron microscopy (FE-SEM) and current-voltage (I-V)

characterization.

3. Results and discussion

3.1.  X-ray diffraction Analysis

Figure 1 shows the XRD results of the thin films prepared using the drop-cast method. The results show

a clear cubic structure for all the samples. Furthermore, it clearly shows that by increasing the FWCNT-

P3HT ratio, the intensity of the [302] peak decreases. The decrease in [302] intensity clearly shows that

P3HT covers the surface of the FWCNT. The results shows that 1:1 ratio is more crystalline than other

samples, and therefore the composite (1:1) are further studied by other techniques such as UV/Vis/NIR,

SEM among others. The average crystallite size were found to be 19, 18, 16, 15 and 10 for FWCNT and

P3HT-FWCNT at different ratios, respectively. The average crystallite sizes were calculated using the

Scherrer equation [25]:

𝐷 =
𝑘𝜆

𝛽𝐶𝑜𝑠𝜃
Where D is the crystallite size (nm), k is the Scherrer constant (0.9), λ is the wavelength of the x-ray 

source (0.15406 nm), β (radians) is the full width at half maximum and θ is the peak position in radians. 

It is clear that as the diffraction peaks broaden the crystallite size decreases. 
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Figure 1: XRD patterns of FWCNT, P3HT, P3HT-FWCNT at different ratios. 

3.2.  UV-Vis Analysis 

The absorption spectra of the prepared samples were investigated at room temperature using 

UV/Vis/NIR spectrophotometer in the wavelength region of 250 to 800 nm. Figure. 2 (a) shows the 

normalized absorption spectra P3HT and P3HT-FWCNT at different ratios. P3HT-FWCNT at different 

ratios show an improved absorption efficiency. The results clearly show that P3HT-FWCNT (1:1) has 

the highest absorption compared to other composites.  This is expected to improve the electrical 

conductivity and may lead to the enhanced efficiency in photovoltaic solar cell. The spectra shows that 

the samples have peaks at different positions (530 and 636 nm), and these positions are attributed -* 

transitions of P3HT [26]. The optical bandgap was extrapolated from the linear portion of the Tau’s plot 

[27]:  

    𝐴ℎ𝑣 = 𝐴(ℎ𝑣-𝐸𝑔)1/2,                                       (1) 

where 𝐴 is the constant, ℎ𝑣 is the photon energy (ℎ=Plank’s constant and 𝑣 is frequency of a photon) 

and 𝑎 is the absorption coefficient. The estimated optical bandgap was obtained by extrapolating from 

the linear portion of the Tauc’s plot as shown in figure 3 (b) with P3HT having 1.8 eV. The estimated 

bandgap for FWCNT was found to be 2.7 eV and 1.8-1.9 eV for P3HT-FWCNT at different ratios. 

Figure 2: Normalized absorption spectra of (a) FWCNT, P3HT and P3HT-FWCNT at different ratios 

(b) P3HT Tauc’s plot.
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3.3.  Photoluminescence Analysis 

The PL measurements shown in Figure 3 (c) were carried out to observe the charge transfer between the 

donor-acceptor pair. The emission spectra were compared to that of P3HT. The PL results clearly shows 

PL quenching of the emission spectra, and this may be attributed to the presence of FWCNT. This 

confirms that charge transfer between P3HT and FWCNT was successful. This quenching is attributed 

to the position of P3HT LUMO and work function of FWCNT which are close to each other [28]. This 

phenomenon can be further explained by the strong π-π interaction between P3HT chains and FWCNT, 

through which the photoinduced electrons are efficiently separated and transferred and exitonic 

combination is avoided [29,30].  This makes it energetically favourable for electrons transfer from P3HT 

LUMO to FWCNT which suggest a strong electronic interaction between P3HT chains and FWCNT. 

These results correspond with UV/Vis/NIR results. The spectra shows that the samples have peaks at 

different positions (636 and 690 nm), and these positions are attributed to the pure electronic transition 

in the regioregular P3HT [31]. The results shows that P3HT-FWCNT (1:1) quenches the PL intensity 

even more showing a charge transfer between donor-acceptor materials and therefore reducing the 

electron-hole recombination. This P3HT-FWCNT (1:1) has a strong PL quenching effect which leads 

to a large possibility of charge separation in the photoactive layer. 

Figure 3:  Emission spectra of pristine P3HT, and P3HT-FWCNT at different ratios. 

3.4.  FESEM Analysis 

The FESEM images in figure 4 (a), (b) and (c) shows the morphology of the organic P3HT, nanotubes 

and disordered nanotubes, respectively. CNT performance in general is still not as impressive as 

expected due to some issues such as nanotube entanglement, non-alignment, and metallic impurities 

[32]. According to Danish et al. [32] these issues may lead to the decrement in hole mobility and 

increment in recombination pathways. However, in this study the aim is to search for the composite 

which has the strongest PL quenching effect which indicates the highest possibility of the charge 

separation in photoactive layer. Prior to choosing e an appropriate composition in the composite used 

for photoactive layer, we also investigated PL properties of pristine P3HT and composite film, and 

therefore 1:1 is expected to improve the electrical conductivity of P3HT. 
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Figure 4: (a) P3HT (b) FWCNT (c) P3HT-FWCNT (1:1). 

4. Conclusion

In summary, the interaction between FWCNT and P3HT have been studied. The XRD confirmed the

cubic structure and that no other diffraction peaks other than those of FWCNT. UV-Vis showed

improvement in absorption which gives a better opportunity for enhanced efficiency in organic solar

cells. PL results showed that all samples are quenching the P3HT intensity giving a large possibility of

the charge separation in the photoactive layer and FESEM showed the disordered nanotubes.
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The Bushveld Complex has the largest concentration of platinum group elements (PGEs) and these are
ruthenium (Ru), rhodium (Rh), palladium (Pd), osmium (Os), iridium (Ir), and platinum (Pt) [1].
Pentlandite minerals are known to host such precious metals, either as solid solutions or as intergrowths
[2] and in order to achieve high recoveries of such metals it is necessary to float pentlandites efficiently,
particularly in reefs that are less explored, such as the platreef. These PGEs exist in different structures
and they could form pentlandite structure (Fe4Ni5S8), which makes them significant sulphide minerals.
Owing to their high concentration in the Bushveld Complex, it draws much attention in investigating
their structure and dynamic properties. In order to extract the precious metals from the ores effectively
it is necessary to study, and understand structural and dynamical properties of pentlandites in detail.
Notwithstanding their significance in mineralogy, experimental studies on pentlandites are not as
abundant as those of pyrites and metal oxide minerals. Moreover, computational modelling
investigations probed by molecular dynamics (MD) simulations are also very scarce. There is a need to
choose appropriate interatomic potentials for the MD simulation, which might be impossible to get
readily available potentials for the material at hand from literature. Here, we present a new set of
interatomic potentials for MD simulations of pentlandite (Fe4Ni5S8) mineral. The derived interatomic
potentials of Fe4Ni5S8 were validated by the accurate determination of structure and elastic constants.
Furthermore, the potential model yields a melting temperature that is close to the experimental value.

_____________________________________________ 

1    To whom any correspondence should be addressed. 
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Abstract. Pentlandite is a major precious metals-bearing mineral and plays a very important 
role in mining. Precious metal ores co-exists with base metals either as solid-solution and 
intergrowths, hence rendering its detailed understanding important for efficient extraction of 
these precious metals. In order to extract the precious metals from the ores effectively it is 
necessary to study and understand structural and physical properties, of pentlanidte mineral in 
detail. This work relates to problems in applied areas such as mineralogy, geophysics and 
geochemistry, whereby phase transition is modified by impurities, so there is the additional 
concern of the effect of temperature. Computational modelling technique, molecular dynamics 
(MD) is applied to investigate structural and physical properties of nickel rich pentlandite
(Fe4Ni5S8). Radial distribution functions (RDFs) and mean square displacement (MSD) are used
to establish the effect of temperature on the pentlandite mineral. The MD results are found to
compare well with the experimental results.

1.. Introduction
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1.1. Pentlandite, (FeNi)9S8 structure 
Pentlandite ((Fe,Ni)9S8) has a space group of Fm3m symmetry and a chemical formula of M9S8 (M is a 
metal). The cation sites may be occupied by Fe and Ni. The structure consists of approximately close- 
packed alternating layers of sulphur and metal atoms. The cations are distributed across 32 tetrahedral 
sites in a cube cluster arrangement, each bonded to 4 sulphur anions, and 4 octahedral sites joining the 

cube clusters, each bonded to 6 sulphur anions. Of the 32 sulphur atoms, 24 occupy 5- coordinate “face 
capping” sites, capping the faces of the cube clusters, and the remaining 8 sulphur anions occupy 4-
coordinate sites “linking” the cube clusters [3]. Figure 1 shows (a) the primitive unit cell and (b) the 
initial configuration of a 3x3x3 supercell of Fe4Ni5S8 constructed using BIOVIA Materials Studio [4]. 

2. Computational Details
2.1. Molecular dynamics simulations setup
The study is based on atomistic simulation of pentlandite structure (Fe4Ni5S8). The atomistic simulation
method uses interatomic potential functions to describe the total energy of a system in terms of atomic
coordinates. The static energy minimization code, General Utility Lattice Program (GULP) [5] was
used to derive interatomic potentials. The molecular dynamics (MD) simulations are performed to
calculate the properties of 3x3x3 supercell of Fe4Ni5S8 using GULP as implemented in BIOVIA
Materials Studio. MD simulation were run for 500 ps and equilibrated for 100 ps. Temperature is
controlled by the canonical ensemble (NVT) constant number of particles (N), volume (V), temperature
(T). Temperature is controlled by a Nose-Hoover thermostat [6] and the equation of motion were
integrated using the Verlet Leapfrog algorithm [7] with a time step of 1 fs. The constant temperature
and volume simulations were performed over the temperature range of 300 K to 1500 K with 100 K
increments. In this work, we consider the approximation for describing the pentlandite structure
(Fe4Ni5S8), which is the rigid ion model potential. This is an empirical approach and relies on a set of
parameters, which were modified using cobalt pentlandite potentials (Co9S8) [8]. The potential models
can accurately describe the bulk and surface structure properties, lattice constants, and elastic properties
of sulphides [9], oxides [10], and other pentlandite structures [11].

2.2. Representation of interatomic potentials 
The MD calculations in this work are based on the Born ionic model [12] of a solid and parameters 
were derived for short range interactions represented by the Buckingham potential, Morse potential and 
three body terms. 

2.2.1. Buckingham Potential. 

In the Buckingham potential, the repulsive term is replaced by an exponential term and potential takes 
the form:    

⁄U(rij)=Aije
-rij ρij- Cij

rij
6  ,          (1) 

where Aij and ρij are parameters that represent the ion size and hardness, respectively, while Cij  describe 

the attractive interaction and rij is the distance between ion i and ion j. The first term is known as the 
Born-Mayer potential and the attraction term (second term) was later added to form the Buckingham 
potential. For the cation-anion interactions, the attractive term is ignored due to the very small 

 

Figure 1. Snapshots of (a) Primitive Unit Cell 
of Fe4Ni5S8 and (b) The initial configuration of 
a 3x3x3 supercell of  Fe4Ni5S8 used in the MD 
calculations,  where yellow spheres  represent 
Sulphur, blue spheres represent iron and 
purple spheres represent nickel. 
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contribution of this term to the short-range potential, or, alternatively, the interaction is subsumed into 
the  A and ρ parameters. 

2.2.2. Morse Potential.

The Morse potential is used to model the interactions between covalently bonded atoms and has the 
form: 

U(rij)=Dij (1-e(-Bij(rij-r0)))
2

-Dij,      (2) 

where Dij is the bond dissociation energy, r0 is the equilibrium bond distance, and Bij is a function of
the slope of the potential energy well. The Coulombic interactions between covalently bonded atoms 
are often partially or totally ignored as the Morse potential already contains the attractive component of 
the interaction between neighbours.  

2.2.3. Three-Body Potential. 

A further component of the interactions of covalent species is the bond-bending term, which is added 
to take into account the energy penalty for deviations from the equilibrium value. Hence, this potential 
describes the directionality of the bonds and has a simple harmonic form:  

U(θijk)= 1
2

kijk(θijk-θ0)
2
,  (3) 

where ijkk is the three-body force constant, 0 is equilibrium angle and ijk is the angle between two
ji  ki interatomic vectors  and . The interatomic potentials used for this study are given in Table 1. 

          Table 1. Interatomic potential parameters for the pentlandite Fe4Ni5S8 as derived in the 
          present study.  

3.1. Results and discussion 
In this section, the results from both the bulk properties and molecular dynamics (MD) simulations of 
Fe4Ni5S8 are presented. In Section 3.1, the interatomic potentials are validated by calculating the bulk 
properties, which includes lattice constants, bond lengths and elastic constants. In section 3.2, we 
present MD simulations, which include structural and dynamical properties of Fe4Ni5S8. 

3.1. Bulk Properties 
The derived interatomic potentials given in Table 1 have been applied successfully to Fe4Ni5S8. The 
potential models are developed to simplify the complexity of the quantum mechanical computations. 
The accuracy of the derived interatomic potentials was first checked by comparing the known 
experimental and calculated data. To validate our potential models we start by showing the properties 

Interatomic potential parameters 
 Charges 

 0.40 
 0.40 
-0.45

1130.533064  0.184528  20.0 
      

3.0  1.47   2.20 
 3.0  1.90  2.20 

 2.82  109.503 

Ions  
Nickel (Ni)     
Iron (Fe)     
Sulphur (S)     
Buckingham potential  
S-S
Morse potential
Fe-S
Ni-S
Three body potential
Fe-S-S
S-Fe-Fe  0.89  109.503 

  2.30  109.503 S-Ni-Ni
Ni-S-S  1.72  109.503 
S-Fe-Ni  1.60  109.503 

eVAij

Åij
C eVÅij

eVDij eV ij

(Å)0r

2k eVrad

0
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that where obtained from our derived potentials i.e., lattice constants, bond lengths and elastic constants. 
The properties calculated from the derived potential model are in good agreement with those from DFT 
calculations. The lattice constants, bond lengths and elastic constants of Fe4Ni5S8 are listed in Table 2.  

Table 2. Lattice constants, bond lengths and elastic constants of Fe4Ni5S8 

Potential Model        Density Functional Theory (DFT)  

7.015 7.012 
6.855 7.039 

         6.976 7.024 
238.236  237.358 
5.390 5.410 

2.11     2.22 
2.09 2.20 
2.45 2.50 
2.49 2.53 
3.27 3.22 

Lattice Parameter (Å)   
a 
b 
c 
Volume (Å3) 
Density of Cell (g/cm3)     
Bond Length (Å) 
Fe-S 
Ni-S 
Fe-Fe  
Ni-Ni  
S-S 
Elastic Constant (GPa) 

  205.50 207.8 
  100.72 102.38 

C11

C12 

C44   49.40          47.07 
Bulk Modulus (GPa)       131.35               137.31 

3.2. Structural and dynamical properties 
RDF is an important parameter to describe the structural characteristics of solid, amorphous and liquid 
states [13]. It defines the probability of finding an atom in a distance ranging from r to r+dr (dr is the 
step of calculation) and is expressed as: 

g(r)=
V∑

2
n
2
i

Ni
i=1 (r)

N 4πr dr
,   (4)  

where V and N are the volume and total number of atoms of the system, Ni is the number of atoms
around ith atom and ni(r) is the corresponding atom number in the sphere shell ranging from r to r + dr 
at the radius r. Figure 2 shows the radial distribution functions (RDFs) for the Fe4Ni5S8 supercell at 
various temperatures, from 300 K to 1500 K. From the radial distribution function plots we observe that 
at lower temperatures of 300 K there are several sharp peaks, implying a well-ordered structure. 
However, as we increase the temperature the peaks become broader and their number decreases, 
showing that the structure is experiencing the phase transition from a solid phase to a liquid phase. This 
happens mainly at the temperature of 1300 K, wherein the arrangement of atoms is fading and the peaks 
are broad, which corresponds to the structure melting. This agree with the experimental melting 
temperature of Fe4Ni5S8, which is approximately 1255 K [14]. Figure 3 shows the snapshots for 3x3x3 
supercell structure of Fe4Ni5S8 simulated at various temperatures. From the pictures we observe that 
there is a phase transition from a lower temperature to a higher temperature. At temperatures 300 K to 
900 K, the structure is still well maintained showing crystallinity. However, as we increase the 
temperature to 1300 K, we observe that the structure loses its crystallinity, as the regular arrangement 
of atoms disappears. It can be seen that the arrangement of atoms has completely disappeared at a 
temperature of 1300 K, which is in agreement with the variation trend of the RDF results described 
above. 
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  Figure 2. The radial distribution functions (RDFs) of Fe4Ni5S8 at various 
  temperatures

Figure 3. Structural changes of Fe4Ni5S8 structure 
after MD simulations at various temperatures. 

Figure 4. The variation of MSD of 
Fe4Ni5S8 with time at various 
temperatures. 
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Mean square displacement (MSD) refers to the square of the average displacement of particles in a 
certain period of time [15]. MSD in MD simulations show that the position and the direction of the 
motion of particles keep changing, especially at high temperatures. Figure 4 shows the total MSD as a 
function of time at different temperatures from 300 K to 1500 K. From the MSD of Fe4Ni5S8, at lower 
temperatures of 300 K to 900 K, it predicts that the mobility of atoms within the structure is less. As 
temperature is increased to 1300 K and 1500 K the mobility of atoms in the pentlandite structure 
increases. At a simulation time of around 100 picoseconds, the mobility of atoms is more at higher 
temperatures, which is between 1300 K and 1500 K. The same temperature range was observed through 
the RDFs in Figure 2. Figure 4, demonstrate that after initial diffusion for a period of time, the ions 
quickly reached the stable stage and then maintained a relatively stable diffusion level. A linear 
relationship is observed between MSD and simulation time. 

4.. onclusion
Molecular dynamics simulations were performed with the aim of investigating the dynamic and
structural properties of pentlandite structure. The melting of the structure was observed through the
radial distribution function (RDFs). At low temperature (300 K) the RDFs have many and sharp peaks,
however, at higher temperature (1300 K)  the RDFs curve are relatively smooth and does not exhibit
any defined peaks, indicative of structural change from solid to liquid phase. Furthermore, through the
mean-squared displacement (MSD), the results show that MSD increases with temperature and atoms
are able to move more at high temperature. MSD increases with time in all investigated temperatures
and there is a linear relationship between MSD and simulation time.
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Abstract. Minerals are exposed to atmospheric oxidation and hydration during ore grinding, as 

such the interaction of oxygen and water on mineral surface aid as a tool to determine the 

oxidation behaviour and wettability. In this study we employed the computational density 

functional theory (DFT) to investigate the adsorption of oxygen molecule and water molecule 

on the nickel-rich pentlandite (Fe4Ni5S8) (111) surface. The oxidation preferred the bridging on 

Fe and Ni atoms (Fe-O2-Ni) with exothermic adsorption energy of –262 kJ.mol–1, which 

resulted from the initial Ni-peroxide adsorption. The hydration showed a strong exothermic 

interaction of H2O with Fe than Ni and suggested that water adsorb on the pentlandite surface 

through the Fe atoms. This study predicts the oxidation and hydration behaviour of pentlandite 

mineral and suggested that the oxidation weathering of pentlandite will occur preferentially on 

the Fe atoms sites.  

1. Introduction

Pentlandite (Fe,Ni)9S8 is an iron-nickel sulphide with Ni:Fe ratio of close to 1:1 [1], and is regarded as

a principal source of nickel [2]. Minerals are susceptible to oxidation and weathering overtime and

thus investigation of oxidation behaviour is of paramount. Naturally, atmospheric oxidation of

minerals results in oxide formation. There is still a lack in oxidation behaviour of pentlandite from

computational aspects, in particular investigation of different oxidation mechanisms.

Xiong et al. [3] recently investigated the oxidation behaviour of (010) and (001) surfaces of 

pentlandite and it was reported that the Fe atoms in pentlandite migrated to the surface and were 

preferentially oxidized to form a thin layer of Fe2O3. Similar prediction was made by Mkhonto et al. 

on pentlandite (110) surface [4]. An interesting phenomenon was observed by Xiong et al. where the 

oxygen molecule adsorptions preferred the bridging sites (Fe–Ni and Fe–Fe) on the surfaces and were 

the most favourable adsorption sites [3]. It appears that oxidation products are unconventional of the 

pentlandite composition, where both Iron-rich and Nickel-rich pentlandite give out almost the same 

products [5]. 

The hydration of minerals plays a crucial role in understanding the hydrophilicity and 

hydrophobicity of minerals. In particular during wet grinding, minerals tend to break differently 

compared to dry grinding. Furthermore, the oxidation of minerals involves water where dissociation 

1 To whom any correspondence should be addressed.
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occurs resulting in formation of Fe–OOH on the mineral surface [6]. Waterson et al. has previously 

reported a strong interaction of water with Fe atoms than Ni atoms [7].  

In this paper, we investigated the effects of oxidation and hydration adsorption on the nickel-rich 

pentlandite (Fe4Ni5S8) (111) surface using the density functional theory (DFT) calculations. 

1.1.  Bulk pentlandite( Fe4Ni5S8) properties 

The pentlandite structure is defined by a space group of Fm-3m (225) [8]. An important aspect of the 

pentlandite structure is the presence of three metal-metal bond extending from each tetrahedral cation 

to form essential isolated cube cluster of tetrahedral cation, Rajamani and Prewitt [9] and Vaughan 

and Craig [10]. The conventional unit cell of the pentlandite structure has a cubic close-packed 

arrangement of sulphide ions include 36 tetrahedral holes and 32 octahedral holes and has 68 atoms. 

In the nickel-rich pentlandite (Fe4Ni5S8) the octahedral sites are occupied by Ni atoms, while the 

tetrahedral sites are evenly distributed by Fe and Ni atoms. We have found that the (Fe4Ni5S8) 

pentlandite structure relaxed to lattice parameters of 9.947 Å. Our model is based on previously 

determined pentlandite bulk structure by Lu and Yu [11]; where the Fe and Ni distributes in 

heterogeneous (Fe–Ni) bonding as shown in figure 1a. 

2. Computational methodology

The ab-initio density functional theory (DFT) [12, 13] method was employed to explore the

interaction of oxygen molecule and water molecule onto nickel-rich pentlandite (111) surface. The

plane-wave (PW) pseudopotential method with generalized gradient approximation of Perdew-Burke-

Ernzerhof (GGA-PBE) within the CASTEP (Cambridge Serial Total Energy Package) [14] code were

adopted for all calculations. A plane wave energy cut-off of 400 eV was used with k-points of 5×5×5

for the bulk and 5×5×1 for the surface as proposed by Monkhorst-Pack [15]. The (111) surface was

used in this study and previously similar surface was investigated by Waterson et al. [7]. The surface

energies are calculated using equation (1):

Esurface = 
𝐸𝑠𝑙𝑎𝑏 − (𝑛𝑠𝑙𝑎𝑏)(𝐸𝑏𝑢𝑙𝑘)

2𝐴
 (1)

where the surface slab area is A, Eslab is the total slab energy, n is the number of atoms in the slab, and 

Ebulk is the total bulk energy per atom. The lowest positive surface energy indicates a stable surface.  

The strength of surface interaction with adsorbates (O2 and H2O) was calculated from equation (2): 

Eadsorption = 𝐸𝑠𝑦𝑠𝑡𝑒𝑚 − (𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒 + 𝐸𝑠𝑢𝑟𝑓𝑎𝑐𝑒)    (2) 

where the energy of the surface slab and the adsorbate is Esystem, the energy of the clean surface slab is 

Esurface, and the isolated adsorbates energy is Eadsorbate. The positive energy of adsorption corresponds to 

the endothermic process. The negative energy of adsorption corresponds to the process of exothermic 

adsorption and indicates a strong interaction between the adsorbate and the surface. 

Now, in order to calculate the adsorption energies, the energy of the free O2 and H2O molecules 

were relaxed in a cubic box of 10 Å with similar oxygen ultrasoft pseudopotential, cut-off energy, at 

gamma point k-points and other equivalent precision parameters as in the surface calculations. 

3. Results and discussion

3.1.  Structural relaxation of pentlandite (Fe4Ni5S8) (111) surface

The (111) surface was cleaved from the relaxed bulk pentlandite structure and the calculated surface

energy is given in table 1. The (111) surface is composed of two slabs of repeating bulk thickness,

with each slab containing seven layers (figure 1b). The slab thickness of pentlandite was previously

investigated and reported that the 14 layers was sufficient for adsorption [7]. The supercell (111)
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surface of 2×2 was adopted. The surface was fully relaxed before adsorption allowing only the atomic 

position to relax. After surface relaxation, we noted a slight change on the surface, where the Ni atoms 

relaxed inwards, while the Fe atoms relaxed outwards. Mkhonto et al. and Xiong et al. [4, 3] 

previously reported this behaviour.  

Figure 1: Crystal structures: (a) bulk nickel-rich (Fe4Ni5S8) pentlandite and (b) side view of the un-

relaxed and relaxed (111) Fe4Ni5S8 surface. 

3.2.  Fe4Ni5S8 (111) surface oxidation 

The oxygen molecule adsorption on the Fe4Ni5S8 (111) surface was performed on different adsorption 

sites namely: Ni-peroxide (Ni–O2), Fe-peroxide (Fe–O2), Ni-superoxide (Ni–O2
–), Fe-superoxide (Fe–

O2
–) and Ni-bridge (Ni–O2–Ni). Each O2 adsorption mode was allowed to relax to its preferential 

bonding site and we observed different behaviour of the oxygen molecule on the surface. The most 

exothermic adsorption was Ni-peroxide with adsorption energy of –262 kJ.mol–1 as shown in table 1. 

We presented the un-relaxed and relaxed structures to identify the changes after relaxation. 

Table 1: Calculated surface energy of Fe4Ni5S8 (111) surface and adsorption energies of oxygen and 

water molecules 

Surface Fe4Ni5S8 Surface energy (J.m-2) 

(111) 0.92 

Oxidation Hydration 

Adsorption modes Eadsorption (kJ.mol–1) Adsorption modes Eadsorption (kJ.mol–1)

–188 Fe-Top –53

–262 Ni-Top –22

–253

–168

Fe-Peroxide 

Ni-Peroxide 

Ni-Superoxide 

Fe-Superoxide 

Ni-Ni-Bridge –122

(b) (a) 
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Figure 2: Adsorption sites of Oxygen molecule on the Fe4Ni5S8 (111) surface. 

The adsorption of O2 in figure 2 (Ni-peroxide) showed that, the O2 molecule moves and a bridge 

bond on Fe and Ni atoms (Fe–O2–Ni), which suggested the preferential oxidation of Fe atom. The 

adsorption on Fe-peroxide and Fe-superoxide did not change the bonding mode. It is noted that Ni-

superoxide resulted in oxygen molecule bending towards Fe atoms giving a distance of Fe–O = 1.749 

Å, although the bond was not created. This resulted in adsorption energy close to that of Ni-peroxide 

(leading to Fe–O2–Ni). It was found that the Ni–O2–Ni bridge was weaker amongst the adsorption 

sites (–122 kJ.mol–1). In all adsorptions, except for Fe-superoxide the oxygen molecule (O–O) bond 

length stretched to over 1.300 Å, which indicated a weakened bond due to electron transfer from the d-

orbital to the unoccupied orbital of oxygen molecules. 

3.3.  Fe4Ni5S8 (111) surface hydration 

The interaction of water (H2O) with nickel-rich (111) pentlandite surface was tested on Fe-top (Fe–

OH2) and Ni-top (Ni–OH2). Table 1 shows that the Fe atom gave the most exothermic adsorption 

energy than Ni atom, suggesting that the Ni-rich pentlandite is more hydrophilic on Fe atoms and thus, 

Fe-Peroxide Fe-Superoxide Ni-Peroxide 

Ni-Superoxide 

Ni-Ni-Bridge 
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the most preferred adsorption site for H2O on the (111) surface. This is in line with previous report of 

water interaction with Ni-Pn and Fe-Pn [7]. In order to examine the structural bonding mode of the 

H2O on the (111) surface, we present the un-relaxed and relaxed structures.  

Figure 3: Adsorption sites of water molecule on the Fe4Ni5S8 (111) surface. 

We observed that figure 3, indicates the adsorption of water on Fe-top did not change the 

orientation. The adsorption of H2O on Ni-top resulted in water relaxing upwards leaving a distance of 

Ni---OH2 = 2.244 Å. In addition, we found that the Fe–OH2 (2.037 Å) bond length was shorter than 

for Ni–OH2 (2.244 Å), indicating the strong interaction between Fe and water molecule. The O–H 

bond length for Fe-top was approximately equal to that of Ni-top (0.980 Å). The water molecules 

resulted in bond angles of 107.69˚ on Fe-top and 106.34˚ on Ni-top.

4. Conclusion

In this study the oxidation and hydration of Fe4Ni5S8 (111) surface was investigated using the ab-initio

DFT method. The adsorption of oxygen and water molecule on the (111) surface of nickel-rich

pentlandite were tested on different adsorption sites, preferably the Ni and Fe atoms. We found that

the oxidation preferred the Ni-peroxide mode, which resulted in bridging on Fe and Ni atoms (Fe–O2–

Ni). This bonding was the most exothermic with adsorption energy of –262 kJ.mol–1 and therefore

signifying preferential oxidation of Fe atoms. In the case of hydration of (111) surface, we observed

that the water adsorb strongly on iron (–53 kJ.mol–1) as compared to nickel (–22 kJ.mol–1) and

complimented by the bond length after surface relaxation.  This study demonstrated that the oxidation

and hydration behaviour of pentlandite mineral. Moreover, the oxidation by weathering of pentlandite

is found to occur spontaneously on the Fe sites.
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Abstract: Lithium-air batteries, based on their high theoretical specific energy, are a particularly 

attractive technology for electrical energy storage. However, they suffer from the production of 

unstable discharge products which leads to capacity fading of the battery. Several catalysts have 

been used to improve Oxygen Reduction Reaction (ORR) and Oxygen Evolution Reaction 

(OER) which will yield stable discharge product. In this study, Density functional theory (DFT) 

is employed to investigate the relative stability of electronic properties of oxygen adsorption on 

Li/MO2 (110) surfaces. Electronic properties such as band structures and density of states (DOS) 

are investigated on different configurations (dissociated, peroxo on Li, peroxo on Li-M, and 

peroxo on M) as oxygen is adsorbed on Li/MO2. The electronic band structures were calculated 

to check the conductivity of the systems. The DOS was calculated to check the stability of the 

system by comparing how each system behaves along the Fermi level. These findings are 

important in improving the cycling performance of Li-air batteries and give insight into the 

reactivity of Li/MO2 (110) surfaces. 

1. Introduction

Metal-air batteries offer advantageous properties, such as high hypothetical energy and control densities,

low working temperature, low cost, and fabric recyclability [1]. Lithium-air batteries are seen by

numerous researchers as a potential next-generation innovation in energy capacity with the most

elevated hypothetical energy density of all battery devices. The permeable cathode helps with the

dissemination of O2 gas so that it can be transported to the electrolyte-electrode interface as much as

conceivable from the lithium-air battery. Li-air is based on either aqueous or nonaqueous electrolyte for

which the negative anode is lithium metal, and the positive anode comprises porous carbon as a catalyst

[2].

Various studies have employed metal oxides as catalyst for Li-air batteries [3,4]. Transition metal oxides

such as MnO2 has been considered as potential electrocatalysts for bi-functional oxygen terminals due

to their high catalytic activity and uncommon disintegration stability for Li-air batteries [5]. The

previous study gives insights in understanding charge transfer responses that create the potential

distinction within the battery from the Li adatom to the surface M (Mn, Ti, and V) to have lithium-air

batteries that are productive [6]. The surface free energies for the most stable composition for the

oxidation on the lithiated surfaces of the metal oxides (MnO2, TiO2, VO2) are calculated for different

configurations. The oxygen adsorption is examined though in this study we utilize the examined oxygen

adsorption on the Li/MO2 to check the electronic stability of all produced configurations.
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2. Methodology

The oxygen adsorption of the Li/MO2 (110) calculations were performed utilizing the density functional

theory (DFT) within the generalized gradient approximation (GGA) utilizing the Perdew, Barker, and

Ernzerhof (PBE) exchange-correlation functional [7]. The number of plane waves was chosen by the

cut-off kinetic energy of 500 eV and the Brillouin zone examining a plan of Monkhorst-Pack with 6x6x1

k-points work was utilized for the integration inside the reciprocal space for all the (110) surfaces. From

the surface calculations the number of k-points was adapted to achieve a similar sampling density in a

reciprocal space. Gaussian smearing with a width of 0.05 eV was utilized to progress the convergence

amid geometry optimizations.

3. Results and discussion

3.1. Electronic properties overview 

The number of states at each energy level, which are accessible to be occupied, is called the density of 

states (DOS). A zero DOS of an energy level suggests that no states can be possessed. It could be a 

valuable numerical concept permitting integration about the electron energy to be utilized rather than 

the integration over the Brillouin zone. Furthermore, the DOS is regularly utilized for quick visual 

investigation of the electronic structure. The closest band over the bandgap is called the conduction 

band, and the closest band below the bandgap is called the valence band [8]. In metal or semimetals, the 

Fermi level is inside of one or more allowed bands. In semimetals, the groups are commonly referred to 

as "conduction band" or "valence band" depending on whether the charge transport is more electron-

like or hole-like, by closeness to semiconductors. In different metals, the bunches are not one or the 

other electron-like nor hole-like and are frequently sensibly called "valence bunches" as they are made 

of valence orbitals [9].  

3.2. Electronic band structures 

Figure 1. Electronic band structures of (a) (LiMn4O9)4, (b) (LiV4O9)4, and (c) (LiTi4O9)4 dissociated 

surfaces. 

The calculated band structure for (LiMn4O9)4 and (LiTi4O9)4 reveals the presence of a direct gap of 0.007 

eV and 0.547 eV respectively, which signifies that the systems are semiconductors. However, there is 

an absence of an electronic band gap for (LiV4O9)4 at the fermi level thus the structure is metallic. 
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The calculated electronic band structures from all the systems (LiMn4O9)4, (LiTi4O9)4, and (LiV4O9)4 

affirm a nonappearance of a gap at the Fermi level. Consequently, all the systems are metallic. 

Figure 3. Electronic band structures of (a) (LiMn4O9)4, (b) (LiV4O9)4, and (c) (LiTi4O9)4 peroxo on 

Li-M. 

The calculated electronic band structures from all the systems (LiMn4O9)4, (LiTi4O9)4, and (LiV4O9)4 

validates an absence of a gap at the fermi level. Subsequently, all the systems are metallic.

Figure 4. Electronic band structures of (a) (LiMn4O9)4, (b) (LiV4O9)4, and (c) (LiTi4O9)4 peroxo on 

M. 

The calculated band structure for (LiMn8O16)4 illustrates the presence of a direct gap at the fermi level 

of about 0.035 eV, as a result, the system is a semiconductor. Moreover, there is a nonappearance of an 

electronic bandgap at the Fermi level for both (LiTi8O16)4 and (LiV8O16)4 thus the systems are metallic. 

The focus of the band structure shown above is mainly at the Fermi level, and other gaps outside the 

Fermi level are not considered. The conductivity of the material was determined based on the interaction 

of electron orbitals at the Fermi level. Systems obtained with metallic behavior displayed orbital overlap 

at the Fermi level, but systems with bandgap less than 3 eV near the Fermi level have been established 

as semiconductors. 

Figure 2. Electronic band structures of (a) (LiMn4O9)4, (b) (LiV4O9)4, and (c) (LiTi4O9)4 peroxo on 

Li. 
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3.3. Density of states (DOS) 

Figure 5. Comparison of the total density of states for the dissociated surfaces. 

From figure 5, we observe that near Ef the DOS peak of (LiV4O9)4 has a higher DOS which suggest the 

least stability of the system. However, (LiTi4O9)4 has a lower density of states compared to the other 

structures near Ef. It is clear that (LiTi4O9)4 is the most stable compared to (LiV4O9)4 and (LiMn4O9)4, 

the stability trend can be written as (LiTi4O9)4 > (LiMn4O9)4 > (LiV4O9)4. However, low Fermi energy 

for (LiTi4O9)4 and (LiMn4O9)4 has been concluded to have a lower catalytic effect for Li-air batteries, 

since both systems has low number of DOS at the Fermi level. 

Figure 6. Comparison of the overall density of states for the Peroxo on Li surfaces. 

Figure 6 shows the total density of states (TDOS) for (LiMn4O9)4, (LiTi4O9)4, and (LiV4O9)4 surfaces. 

We notice that towards Ef the DOS peak of (LiMn4O9)4 has a lower density of states which agrees that 

it is the most stable structure. Furthermore, we notice that (LiTi4O9)4 and (LiV4O9)4, both have a higher 

density of states at Ef compared to (LiMn4O9)4. The DOS for (LiV4O9)4 has a higher density of states at 

Ef, indicating that it is the least stable structure. The stability trend can be written as (LiMn4O9)4 > 

(LiTi4O9)4 > (LiV4O9)4. In any case, low Fermi energy for (LiTi4O9)4 and (LiMn4O9)4 has been 

concluded to have a lower catalytic impact for Li-air batteries. 
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Figure 7. Comparison of the full density of states for Peroxo on Li-M surfaces. 

The total density of states (TDOS) for (LiMn4O9)4, (LiTi4O9)4, and (LiV4O9)4 surfaces is observed above 

in figure 7. We notice that along with Ef the DOS peak of (LiMn4O9)4 has a lower density of states which 

agrees that it is the most stable structure with a slight shift towards the conduction band. Furthermore, 

we notice that (LiTi4O9)4 and (LiV4O9)4, both have a higher density of states at Ef compared to 

(LiMn4O9)4. The shift from the valence band from both (LiTi4O9)4 and (LiV4O9)4 to the conduction band 

is observed. The DOS for (LiV4O9)4 has a higher density of states at Ef, indicating that it is the least 

stable structure. The stability trend can be written as (LiMn4O9)4 > (LiTi4O9)4 > (LiV4O9)4. However, 

low Fermi energy for (LiTi4O9)4 and (LiMn4O9)4 has been concluded to have a lower catalytic impact 

for Li-air batteries. 

Figure 8. Comparison of the overall density of states for the Peroxo on M surfaces. 

The total density of states (TDOS) for (LiMn4O9)4, (LiTi4O9)4, and (LiV4O9)4 surfaces is displayed in 

figure 8 above. We note that near Ef the DOS peak of (LiMn4O9)4 has a lower density of states which 

agrees that it is the most stable. However, we notice that (LiTi4O9)4 and (LiV4O9)4, both have higher 

density of states at Ef compared to (LiMn4O9)4. The shift from the valence band from both (LiTi4O9)4 

and (LiV4O9)4 to the conduction band is observed. The DOS for (LiV4O9)4 has a higher density of states 

at Ef, suggesting that it is the least stable structure. The stability trend can be written as (LiMn4O9)4 > 
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(LiTi4O9)4 > (LiV4O9)4. However, low Fermi energy for (LiTi4O9)4 and (LiMn4O9)4 has been concluded 

to have a lower catalytic impact for Li-air batteries. 

After successful adsorption with oxygen at the Li/MO2, there are arrangements produced (dissociated, 

peroxo on Li, peroxo on Li-M, and peroxo on M). Configurations such as peroxo on Li, peroxo on Li-

M, and peroxo on M yielded the same trend of stability when observing the density of states with 

(LiMn4O9)4 found to have less density of states at the Fermi level in all arrangements obtained, followed 

by the (LiTi4O9)4 frameworks. The final one from the observed results is (LiV4O9)4 with a high density 

of states at the Fermi level, the electronic band structures compare well with the density of states. The 

behavior of the frameworks is characterized by how the frameworks are associated with the Fermi level, 

which ordinarily results in finding a way of classifying the metallic, semiconductor, and insulator 

behavior. 

4. Conclusion

The electronic properties were effectively obtained from the DFT using the Vasp and CASTEP codes.

The k-points used throughout the calculations are 6x6x1 for all the (110) surface systems. The electronic

properties such as the electronic band structures and the density of states were successfully obtained for

the clean (110) surfaces. Oxygen adsorption on the Li/MO2 resulted in configurations such as the

dissociated, peroxo on Li, peroxo on Li-M, and peroxo on M. The stability of these specified

arrangements was distinguished by how much contribution each system makes to the fermi level. The

high density of states means the system is less stable compared to the one with a low density of states at

the Fermi level. However, from all the configurations mentioned above (LiTi4O9)4 and (LiMn4O9)4 are

found to have lower catalytic impact due to low fermi energy contributions. The electronic band

structures compared well with the energy of states. These discoveries are critical in progressing the

cycling execution of Li-air batteries and provide understanding into the reactivity of Li/MO2 (110)

surfaces.
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Abstract. In this work, we report on the structural and physical properties of polycrystalline
Ce3Os4Al12 synthesized by the argon arc-melting technique. The Rietveld refinement of powder
X-ray diffraction patterns confirm that Ce3Os4Al12 crystallizes in the hexagonal Gd3Ru4Al12-
structure type with space group P63/mmc. The temperature dependent dc-magnetic
susceptibility and specific heat data reveals that the compound undergoes a ferromagnetic type
of ordering below 3 K. The study may contribute towards a better understanding of the physics
in distorted Kagomé structure compounds, since in a frustrated lattice system such as this,
there are strict constraints imposed upon the occurrence of long-range magnetic order and the
magnetic order parameter.

1. Introduction
R3T4X12 type of compounds are of particular interest among intermetallics because the crystal
structure contains layers as well as triangular and distorted Kagomé lattice features [1, 2, 3].
The arrangement of the atoms carrying magnetic moments at the vertices of the structure and
the competition between ferro- and antiferromagnetic interactions can lead to the appearance
of magnetic frustration phenomena. Several studies have been done on Ru-based compounds in
this series of aluminides. In these Ru-based compounds, a ferromagnetic behavior is observed
in the light rare-earth based compounds (Pr and Nd) [2, 3, 4] while an antiferromagnetic
behavior is observed in the heavy rare-earth ones (Gd, Tb, Dy and Yb) [5, 6, 7]. For instance,
in Gd3Ru4Al12, geometrical frustration together with the formation of ferromagnetic trimers
due to the long-range RKKY interaction is observed at low temperatures [5]. Moreover, a
skyrmion lattice with large topological Hall effect has been experimentally observed in the same
material [8]. Skyrmions have good potential for information carriers in spintronic devices and
frustration is a route towards enhanced skyrmion stability even in systems with a ferromagnetic
ground state [9]. In Pr3Ru4Al12, a magnetic moment instability in the presence of crystal
electric fields is observed [2]. Despite the number of studies carried out in the R3Ru4Al12 series,
no physical and magnetic properties have been reported yet on Os-based compounds (except on
Gd3Os4Al12) synthesized for the first time by Niermann [10]. This work is the first report on
physical properties of Ce3Os4Al12.
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2. Synthesis and experimental details
A polycrystalline sample was synthesized by arc-melting stoichiometric amounts of high-purity
(99.99 mass % purity or better) elements (Ce, Os and Al) under argon atmosphere in an Edmund
Buhler arc-melting furnace. After melting, the sample was annealed in a resistance furnace
at 900oC for two weeks and finally water quenched. Dc-magnetic susceptibility, isothermal
magnetization and specific heat measurements were performed using a commercial Dynacool
physical properties measurement system from Quantum Design, USA. The measurements were
carried out in the temperature range between 1.8 K to 300 K and fields up to a maximum value
of 9 T.

3. Results and Discussion
The powder x-ray diffraction spectrum of this sample (see Fig. 1) was successfully refined on the
basis of the hexagonal Gd3Ru4Al12 structure type with P63/mmc space group. The structure
was refined to Rwp = 6.84 %, Rp = 4.49 % and Rexp = 0.98. The obtained lattice parameters
are a = 0.889(1) nm and c = 0.953(1) nm. These values are in good agreement with an earlier
report [10]. The refined atomic positions are reported in table 1.

The crystal structure may be described as a layered structure. The Ce atoms occupy only one
site in the Ce3Al4 layer. The Ru atoms share two sites and the Al atoms occupy two different
sites in the Os4Al8 puckered layer (see Fig. 2). The Ce atoms are arranged as a distorted
Kagomé net with different sizes of triangles leading to two slightly different nearest-neighbour
Ce-Ce distances.

Figure 1. (a) Layered representation of the crystal structure of Ce3Os4Al12 with Ce (Orange
spheres), Os (blue spheres) and Al (green). (b) The Ce3Al4 layer showing the distorted Kagomé
nets.

The main panel of Fig. 3 represents the dc-magnetic susceptibility χ(T ) of Ce3Os4Al12

measured in a magnetic field of 0.1 T. The data are obtained in a field-cooled protocol (cooling
of the sample from 300 K to 2 K). χ(T ) exhibits a modified Curie-Weiss behavior described by
equation (1) from 300 K down to 50 K:

χ(T ) = χ0 + C/(T − θP), (1)

where χ0 is the temperature independent susceptibility, C is the Curie-Weiss constant, and θP is
the paramagnetic Weiss temperature. From the least-squares fit of equation (1) to the data, we
obtained an effective magnetic moment (µeff) of 0.54 µB/Ce ion which is less than one quarter
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Figure 2. (a) Layered representation of the crystal structure of Ce3Os4Al12 with Ce (Orange
spheres), Os (blue spheres) and Al (green). (b) The Ce3Al4 layer showing the distorted Kagomé
nets.

Table 1. Crystallographic details of Ce3Os4Al12.
Atom Wyckoff x y z Occupancy

Ce 6h 0.19174 0.38348 0.25000 0.19211
Os1 6g 0.50000 0.00000 0.00000 0.30492
Os2 2a 0.00000 0.00000 0.00000 0.11893
Os3 6h 0.00000 0.00000 0.25000 0.11893
Al1 12k 0.16523 0.33046 0.57419 0.42748
Al2 6h 0.53125 0.12953 0.25000 0.02533
Al3 4f 0.33333 0.66667 0.02753 0.19764
Al4 2b 0.00000 0.00000 0.25000 0.05803

of the theoretical value of a free trivalent Ce ion (2.54 µB) in Ce3Os4Al12. This suggests either
an itinerant character or a strong crystal field effect of the 4f-electrons in Ce3Os4Al12. The
paramagnetic Weiss temperature is found to be θP = +5.3 K with the positive sign indicating
the dominance of ferromagnetic interactions in the high temperature region. The kink observed
around the transition temperature Tc=3 K (see inset (a) of Fig. 3) is a sign of a short-range order-
like transition. Isothermal magnetization at temperatures between 2 K and 20 K is presented in
the inset (b) of Fig. 3. Broad curvatures are observed below 6 K. The saturation magnetization
at 2 K and in 9 T is only about 0.06 µB/Ce ion which is less than 5% of the full saturation
value compared to the free ion saturation value 2.16 µB/Ce. The quasi-linear behavior above 6
K indicates a paramagnetic state.

The main panel of Fig. 4 represents the specific heat of Ce3Os4Al12 and La3Os4Al12 as
function of temperature. The high temperature region resembles the behavior of a normal
metal. Inset (a) of Fig 4 represents the low-temperature region. The blue symbols represent
the magnetic 4f contribution to the specific heat obtained by subtracting the specific heat of
La3Os4Al12 from that of Ce3Os4Al12. The kink observed around the transition temperature
Tc=3 K is a sign of a short-range order-like transition. Inset (b) shows the 4f contribution to
the entropy per Ce as a function of temperature. The magnetic contribution released at Tc is
about 0.6 J/moleCe.K

2 which is about 10% of the value Rln2 expected for a doublet ground
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Figure 3. Main panel: magnetic susceptibility of Ce3Os4Al12 measured in a constant dc-
magnetic field of 0.1 T. The black line represents the least-squares fit of the modified Curie-Weiss
relation (see equation 1). Inset (a) highlights the low-temperature region. Inset (b) represents
the isothermal magnetization at temperatures between 2 K and 20 K.

state of the crystal field split multiplet of trivalent Ce. Inset (c) of Fig 4 represents the specific
heat C4f(T )/T vs T 2. C4f(T )/T at T→ 0 reaches 0.4 J/molCe.K

2 which is enhanced by a factor
of 100 above that of an ordinary metal [11]. This points to a large residual 4f-electron entropy
in the low-temperature limit which is likely caused by strong electron correlations in the Ce
compound.

4. Conclusion
Ce3Os4Al12 is a new example of a layered distorted Kagomé structure with possible effects of the
geometric frustration. The χ(T ) and Cp(T ) data confirm the presence of weak magnetic order.
Further magnetic studies are needed to describe in detail the nature of the phase transition
observed in Ce3Os4Al12.
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Figure 4. Main panel: Specific heat of Ce3Os4Al12 and La3Os4Al12 against temperature.
Inset (a) represents the low-temperature region. The blue symbols represent the 4f-electron
contribution to the specific heat of Ce3Os4Al12 obtained by subtracting the specific heat of
La3Os4Al12 from that of Ce3Os4Al12 . Inset (b) shows the 4f contribution to the entropy per
Ce as a function of temperature. Inset (c) illustrates C4f(T )/T vs T 2.

References
[1] Ge W, Michioka C, Ohta H and Yoshimura K 2014 Solid State Communications 195 1–5
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Abstract. Titanium can be produced as both a metal and in powder form. It finds applications in 

various industries such as in medicine and aerospace, where the fabrication of components with 

excellent corrosion and high-temperature performance are significant. The titanium metal also 

plays a significant role in the titanium production process due to its desirable physical and 

chemical properties. Also, this process occurs in the presence of alkali metal and alkali earth 

metal salt mediums. Recent experimental studies are focusing on developing the lithiothermic 

part of the titanium formation process. However, the process happens quickly and is difficult to 

trace. In this study, classical molecular dynamic calculations were performed to understand the 

evolution of the small titanium Ti5 cluster within the LiCl medium. The DL_POLY code was 

used to evaluate the temperature dependence of the structure. It was found that the cluster 

maintains its trigonal bipyramid geometry at the temperature range of 100 K – 2000 K. 

Furthermore, the cluster was observed to show elongation patterns. The results of this study 

might give us more insight into the growth and evolution of titanium in salt mediums. 

1. Introduction

Transition metal clusters have attracted a lot of attention worldwide due to their useful chemical and

physical properties such as corrosion resistance and ductility [1]. Several studies on transition metal

clusters, such as palladium (Pd) and titanium (Ti) have been carried out [1,2]. These studies reported

that the properties of small metal clusters may differ significantly from those of bulk structures.

However, they can emulate the behavior of either the metal particle or crystal defects in supported

crystals [2]. An increment in the cluster size results in the gradual evolution of properties towards the

bulk structure and creates new prospects for sustainable materials [3].

Titanium clusters form a fundamental point in understanding the electronic structure and geometry 

of the bulk Ti structure and small titanium clusters are reported to elucidate bulk-like electronic 

structures [4]. Zhao et al. [5] used DFT to investigate the electronic and structural properties and found 

that Ti clusters follow a pentagonal growth behavior that favors close-packed structures. In other work, 

Sun et al. [6] reported on the icosahedral, octahedral-, and tetrahedral- sequences being some of the size-

dependent growth patterns. These structures or geometries can be attained by either adding or removing 

atoms from specific basic motif or positions. They also reported that the n clusters with 7, 13 and 15 

atoms are magic numbers or stable clusters, with unique configurational geometries [6]. 

In this paper, we use molecular dynamics and density functional theory to gain understanding and 

knowledge on the titanium formation processes at a fundamental level. Titanium metal/powder 

production is significant in various industries, particularly the aerospace and medical industries. Firstly, 

we report on the geometry and evolution of the interaction of Ti5 cluster with LiCl medium. Secondly, 
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the thermodynamic properties particularly the entropy and Gibbs free energy for Ti5/LiCl system are 

briefly described. The Ti5 cluster is one of the magic number clusters reported in literature and may 

provide insight into the behavior of small clusters in salt mediums. Finally, the rest of the paper is 

organized in the following manner: section 2 provides computational details; the geometry of the Ti5 

cluster and thermodynamic properties of the Ti5/LiCl system are presented and discussed in Section 3; 

and lastly, the conclusion is provided. 

2. omputational details

The Knowledge-Led Master code (KLMC) was employed to develop the Ti5 nanocluster, using the

genetic algorithm (GA) module. It has proven to accurately locate local and global minima on the

potential energy surface to predict the structure of metallic clusters or their alloys. The Ti5 cluster was

then validated using the General Utility Lattice Program (GULP) [7], which is used in performing

various types of simulations on materials employing boundary conditions unique to the type of material.

Molecular dynamics simulations were performed using DL_POLY code [8,9]. The code can be used to

understand the structure, reactivity and stability of materials and it is recommended for simulating large

systems. A radial cut-off of 9.95 Å was used in a simulation of 221 atoms of the Ti5/LiCl system. The

time step was set at 1e-6 ns and the thermal data was computed every 120 000 steps while increasing the

temperature from 100 to 2000 K. Furthermore, an NVT ensemble employing the Nosé-Hoover

thermostat and barostat was run for 50000 steps to bring the system to equilibrium.

3. esults and discussion

3.1. Effect of LiCl on the Ti5 nanocluster. 

Table 1 shows the Ti5 nanocluster geometry in the presence of LiCl medium at different temperatures. 

This was to investigate how LiCl may influence the evolution of Ti5 as the temperature is increased. We 

note that the cluster maintains its ground state trigonal bipyramid geometry at all temperatures. 

However, there is elongation of Ti-Ti bonds from bA= 2.673 Å (low temperature, 0 K) to bB= 2.933 Å 

(high temperature, 2000 K). This may be due to the strong interaction of Li-Ti. The observed elongation 

of Ti-Ti bonds is similar to the reported work by Henderson et al. [10] for rutile and geikielite structures. 

The elongation of bonds can also be seen by the absence of bonds between Ti atoms at 100 K, 300 

K, 1100 K, 1600 K and 2000 K. Notably, the bond increases along A-D for 100 K and 300 K. At high 

temperature, the bond elongation is along A-B and A-C (1600 K); A-C (1900 K) and along A-C and B-

D for 2000 K (see table 2). The bond distances are indicated in the figure inserted in table 2. This 

observation suggests that the interaction of Ti5 cluster with LiCl medium resulted in the elongation of 

the cluster. 

Table 1. The geometry of Ti5 after interactions with LiCl medium. The Ti-Ti bond length is 

represented as bA (0 K) and bB (2000 K). 

Ground 

state 
100 K 300K 600 K 900 K 1100 K 1300 K 1600 K 1900 K 2000 K 

bB bA 
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3.2. Thermodynamic properties. 

We investigated the thermodynamic properties of the Ti5/LiCl system, particularly the entropy and 

Gibbs free energy. Firstly, we calculated the entropy to measure the atom disorder and randomness to 

understand the effect of temperature. Secondly, the Gibbs free energy was estimated to determine the 

equilibrium conditions of the system.  

Table 2. The calculated Ti-Ti bond length of Ti5/LiCl system at different temperatures, the bond 

length and sites A, B, C and D are indicated on the nanocluster (insert on the right of the table).  The 

 

pure theoretical value [11] and Ti5 (GULP) are added for comparison. 

Ti-Ti bond length (Å) 
Bond site A-D A-B A-C B-C B-D C-D

Theor. 2.59 2.49 2.58 2.58 2.52 2.54 
Ground state 2.528 2.458 2.528 2.458 2.458 2.528 

Calc. 100 K 2.927 2.660 2.917 2.825 2.820 2.854 
300 K 3.125 2.744 3.006 2.752 2.770 2.857 
600 K 2.863 2.684 2.772 2.805 2.708 2.876 
900 K 2.775 2.455 2.928 2.862 2.708 2.829 
1100 K 2.655 2.625 2.940 2.809 2.786 2.875 
1300 K 2.867 2.506 2.845 2.765 2.847 2.742 
1600 K 2.722 2.977 2.908 2.424 2.633 2.812 
1900 K 2.781 2.709 3.034 2.571 2.472 2.821 
2000 K 2.847 2.862 3.428 2.753 2.933 2.919 

2.59 

2.52 
A

B 

C 

D
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Figure 1 depicts the entropy of the Ti5/LiCl system at various temperatures. Note that a positive 

entropy indicates an increase in disorder whilst a negative entropy indicates a decrease in the disorder 

of atoms [12]. The Ti5/LiCl system shows an increase in the disorder of atoms at 400 K and 800 K. At 

200 K, 700 K and in the temperature range of 900 K – 2000 K; the entropy is zero which suggests that 

the atoms are ordered. 

Figure 1. The entropy for the Ti5/LiCl system. The dashed line indicates zero entropy. 
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The system was further characterized using the Gibbs free energy as shown in figure 2. It is observed 

that the figure depicts a linear increase in the Gibbs free energy as the temperature is increased. We note 

that the Gibbs free energy values are negative at 100 K – 1050 K. This suggests that reactions between 

the Ti5 cluster with LiCl are exothermic (spontaneous). The calculated entropy and Gibbs free energy 

results can be taken as a prediction study for future investigation. 

4. Conclusion

We investigated the effect of LiCl on the Ti5 titanium cluster at different temperatures. Molecular

dynamics results showed that the cluster maintains its ground state trigonal bipyramid geometry at all

temperatures. However, the Ti-Ti bond lengths of the Ti5 nanocluster increase. The observations

suggested that interaction of Ti5 cluster with LiCl medium result in the elongation of the cluster. Entropy

results showed that at higher temperatures (900 K – 2000 K) the Ti5/LiCl system depicts a degree of

ordering in the atoms. Furthermore, the Gibbs free energy indicated that reactions are favorable

(spontaneous) below 1050 K and spontaneity decrease as the temperature is increased above 1050 K.

Moreover, the findings suggest that lithium chloride promotes elongation to the size of the Ti5

nanocluster and might be a potential medium for evaluating the growth of small titanium clusters in

titanium production.
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Figure 2. Gibbs free energy for the Ti5/LiCl system. The orange vertical and horizontal lines indicate 
the region where the system is favorable.  
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Abstract. The influence of duration of annealing on thermoluminescence of natural quartz 
annealed at 1000 °C is reported. The study looks at samples annealed for 10 and 60 min. A glow 
curve measured at 1 °Cs-1 after beta irradiation to 50 Gy for the sample annealed for 10 min 
shows seven peaks at 68, 130, 176, 276, 300, 360, and 416 °C labelled I through VII. The sample 
annealed for 60 min has five peaks at 70, 128, 176, 234, and 308 °C labelled I-V respectively. A 
study of dosimetric features and kinetic analysis was carried out on the two prominent peaks, 
peak I and III for both samples. The electron trap responsible for peak I depletes faster at high 
duration of annealing between irradiation and measurement. In contrast, the electron trap for 
peak III was more stable for both samples. Kinetic analysis shows that peak I is a first-order peak 
and peak III a non-first-order peak. The activation energy obtained using the initial rise, whole 
glow peak, and curve fitting methods is ~0.95 eV for peak I and ~1.20 eV for peak III. In 
particular, the kinetic parameters obtained for both peaks decrease with annealing time. This 
suggests that the duration of annealing at 1000 °C has an effect on the trap parameters of natural 
quartz. 

1. Introduction
Quartz is the second most abundant mineral after feldspar and is used widely in retrospective dosimetry
and luminescence dating. Its use as a natural dosimeter in a variety of applications is well documented
[1-10]. When quartz is heated at elevated temperatures, it undergoes phase transitions, namely at 573
°C and 870 °C [11, 12]. Several studies have shown that annealing improves the luminescence sensitivity
of quartz. Bøtter-Jensen et al. [13] showed that annealing of quartz prior to irradiation can significantly
increase its luminescence sensitivity. The significant increase, which occurs between the first two phase
inversion temperatures, is attributed to alteration in the concentration of recombination centres [14].
Further work also shows that annealing affects the luminescence lifetimes [15, 16] and
radioluminescence emission bands [17] of quartz.

There are for quartz, numerous studies on thermoluminescence (TL) reported in the literature. The 
so-called “110 °C peak” has been the peak of interest for most thermoluminescence investigations. The 
shape and kinetic parameters of this peak vary by a narrow range for all quartz samples even after 
extreme conditions of irradiation and heating [18]. Recent work (e.g. [2, 3]) has shown that annealing 
has little effect on the kinetic parameters of the “110 °C” peak of natural quartz at 800 °C. However, the 
influence of duration of annealing on thermoluminescence of natural quartz is yet to be investigated in 

1 To whom any correspondence should be addressed. 
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greater detail. In his work, Chithambo [19] showed that lifetimes increase with annealing time for natural 

quartz annealed at 1000 °C in studies using time-resolved optical stimulation. This response of lifetimes 

to annealing is the motivation for the current investigation on the same quartz using 

thermoluminescence.  

In this work, we investigated the influence of duration of annealing on thermoluminescence of natural 

quartz annealed at 1000 °C, that is beyond the second phase inversion temperature. Dosimetric features 

and kinetic analysis were carried out on the two prominent peaks of the samples annealed at 1000 °C 

for 10 and 60 min. 

2. Experimental details

Natural sedimentary quartz of grain size 90 – 250 μm commercially available from BDH Ltd (UK) was

used. The samples were annealed at 1000°C for 10 minutes and another for 1 hour. The quartz was

annealed to remove any remanent signal and to improve its sensitivity to thermal stimulation.  The same

quartz annealed at 1000 °C has been used previously for thermoluminescence and luminescence

lifetimes investigations [4, 19]. Experiments were performed using a RISØ TL/OSL DA-20

Luminescence Reader. The luminescence was detected by an EMI 9235QB photomultiplier tube through

a 7 mm Hoya U-340 filter. Samples were irradiated at room temperature using a 90Sr/90Y β source at a

rate of 0.10 Gys-1. All measurements were carried out at a heating rate of 1°Cs-1 unless otherwise stated.

The same sample mass of 30 mg was used throughout.

3. Results and discussion

3.1. General features of glowcurves

Figure 1 shows glow curves measured at 1°Cs-1 from samples of natural quartz annealed at 1000 °C for

10 minutes (solid symbols) and 60 minutes (open symbols). The samples were irradiated to 50 Gy. The

intensity of the sample annealed for 10 min is higher than that annealed for 60 min. For ease of reference,

the samples annealed for 10 min and 60 min will be referred to as samples A and B respectively. The

glow curves show four peaks for each sample as can also be seen in the inset. An intense peak (labelled

I) was recorded at 68 and 70 °C for samples A and B respectively. Secondary peaks labelled II, III, and

IV were recorded at 130, 176 and 276 °C respectively for sample A. In comparison, the peaks II, III,

and IV are at 128, 176, and 308 °C respectively for sample B. The position of each of these peaks was

verified using the thermal cleaning technique.

Figure 1. Thermoluminescence glow curves of natural quartz annealed at 
1000 °C for 10 min (solid symbols) and 60 min (open symbols) measured 
at 1 °Cs-1 following irradiation to 50Gy. The inset shows the same curves 
on a semilogarithmic plot which reveals the presence of peak IV.

3.1.1. Resolution of peaks by thermal cleaning. 

To determine the exact number of peaks in the glow curve and to obtain a clear rising edge of the 

individual peaks, the thermal cleaning technique [20] was used. In the method, an irradiated sample is 

heated to a temperature just beyond the final temperature of each peak that needs to be removed. In this 
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way, the electron traps responsible for such peak(s) are emptied. The sample is then cooled and reheated 

to a final temperature to record the whole glow curve. By adopting the procedure, sample A heated in 

turn to 100, 140, 250, 350, and 400 °C following irradiation to 50 Gy each time revealed the positions 

of peaks II, III, IV, V, VI, and VII as 130, 176, 276, 300, 360, and 416 °C respectively. Similarly, for 

sample B, the procedure revealed peaks II, III, IV, and V at 128, 176, 234, and 308 °C respectively 

following irradiation to 50 Gy each time and preheating to 95, 140, and 240 °C. In comparison, an 

unannealed sample of the same mass irradiated to the same dose showed six peaks at 72, 122, 174, 254, 

280, and 416 °C [3]. The relevant plots for this method are available as supplementary information. 

Thus, the thermal cleaning technique revealed that thermoluminescence of sample A consists of seven 

peaks, whereas that of sample B consists of five peaks. The difference in the number of peaks for both 

samples can be ascribed to the influence of annealing. 

3.2. Dosimetric features 

For a material to be considered a good dosimeter, its luminescence signal should be properly 

reproducible, ideally not fade or if so only slowly. These dosimetric features were studied on peaks I 

and III, the two most prominent peaks of the annealed quartz. These peaks are well defined compared 

to other peaks in the glow curves. 

3.2.1. Fading. 

Fading of a TL signal occurs as a result of the escape of electrons from an electron trap between 

irradiation and measurement. This causes the TL intensity to decrease or fade between irradiation and 

measurement. For this study, the intensities of peaks I and III were monitored for different durations 

between irradiation and measurement up to 5 hours. Figure 2 shows the change of TL intensity with 

delay for peak I measured after a dose of 50 Gy. The intensity decreases with delay. The data were fitted 

with the function: 

𝑓(𝑡) = 𝐼0 𝑒𝑥𝑝 (−
𝑡

𝜏
),     (1)

from which the mean lifetime 𝜏 was evaluated as 7784 s (half-life = 5395s) and 4686 s (half-life = 3248 

s) for samples A and B respectively. The result shows that lifetime decreases with duration of annealing.

Galloway [15] has also reported that lifetimes in natural quartz decrease when the annealing temperature

is increased beyond 600 °C. For peak III (graph omitted), the intensity was constant with delay between

irradiation and measurements implying that the electron trap corresponding to peak III is stable. Thomas

and Chithambo [5] have also reported a similar occurrence of stable intensity with delay for peak III for

the same unannealed quartz irradiated to 10 Gy after a 20 h delay.

3.3. Assessing the order of kinetics  

3.3.1. Influence of dose on peak position. 

The order of kinetics of peaks I and III was assessed by studying the dependence of peak position Tm on 

dose.  For a first-order peak, Tm is independent of dose, whereas Tm decreases with dose for a second-

order peak [21]. Peak I was determined to be independent of irradiation between 10 and 300 Gy at 

68.5 ± 0.6 ℃ for sample A and at 69.9 ± 0.3 ℃ for sample B. The results show that peak I for both 

samples follows first-order kinetics. This agrees with the findings for peak I for the same unannealed 

natural quartz reported by Folley and Chithambo [3]. Literature (e.g. [6-8]) shows that peak I generally 

referred to as the “110 °C peak” is a first-order peak for all quartz samples. Figure 3 shows the variation 

of position of peak III with dose for samples A (solid symbols) and B (open symbols). The position of 

peak III decreases with dose for both samples in a staircase manner, from which Tm is independent of 

dose at different levels of the decrease. That the position of peak III is independent of dose at different 

levels could imply that the peak for both samples is general order peak. In contrast, the position of peak 

III for an unannealed sample was reported to be independent of dose by Thomas and Chithambo [5] 

implying that annealing influences the change of its order of kinetics from first-order to non-first-order. 

3.4. Kinetic analysis 

In order to determine the kinetic parameters of peaks I and III, kinetic analysis was carried out using the 

initial rise, whole glow-peak, variable heating rate, and curve fitting methods. Several methods were 
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used in evaluating the kinetic parameters in order to corroborate the results. Kinetic analysis will only 

be reported for the annealed quartz. These results will be compared with the analysis of peak I reported 

by Folley and Chithambo [3] for the same unannealed quartz irradiated to 50 Gy and of peak III by 

Thomas and Chithambo [5] for a dose of 10 Gy. This is necessary for monitoring the influence of 

annealing on the kinetic parameters of the investigated peaks. For completeness, we also compare our 

values with ones from the literature. 

Figure 2. The variation of TL intensity with delay 

between irradiation and measurements for peak I. 

The inset shows data for sample B. The line passing 

through the data points is a fit of equation (1). 

Figure 3. The influence of dose on the position 

of peak III for the samples annealed for 10 min 

(solid squares) and 60 min (open squares). 

3.4.1. Initial rise method. 

Peaks I and III were first analysed using the initial rise method, applicable to the clear rising edge of a 

glow peak whose intensity and temperature are related as:  

𝐼 =  𝐶’ 𝑒𝑥𝑝 (−
𝐸

𝑘𝑇
), (2) 

where E is the activation energy, k is Boltzmann’s constant, and 𝐶′ is a constant.  

Plots of 𝑙𝑛 𝐼 against 1/𝑘𝑇 for the initial rise portions of the peaks are shown in Figure 4. The activation 

energy of peak I for sample A (solid circles) was evaluated as 0.934 ± 0.004 eV. This value is consistent 

with 0.93 ± 0.03 eV for similar peak of an unannealed quartz reported by Folley and Chithambo [3] 

using the same method. The value of the activation energy is also in agreement with 0.92 eV reported 

by Mebhah et al. [9] for the same 110 oC peak of unannealed fired quartz irradiated to 10 Gy. In 

comparison, the activation energy for peak I for sample B (open circles) was evaluated as 0.904 ± 0.004 

eV and agrees with 0.90 ± 0.01 eV reported by Yazici and Topaksu [10] for an unannealed quartz. This 

shows that annealing has minimal effect on the activation energy of peak I. Similarly, for peak III, the 

activation energy was determined to be 1.18 ± 0.01 eV and E = 1.10±0.01 eV for samples A (solid 

squares) and B (open squares) respectively. In comparison, the values of E for peaks I and III for sample 

B are slightly less than those obtained for sample A. An increase in the duration of annealing did not 

cause a significant increase in the activation energy. 

3.4.2. Whole glow peak method. 

The whole glow peak method was further used to determine the activation energy E, order of kinetics b, 

and frequency factor of peaks I and III. The method is best suited for a well-isolated glow peak whose 

area A under the glow peak is related to the order of kinetics b by: 

𝑙𝑛 (
𝐼

𝐴𝑏) = 𝑙𝑛 (
𝑠

𝛽

′
) − (

𝐸

𝑘𝑇
), (3) 

𝐴𝑏 5a
1

𝑘𝑇

where 𝛽 is the heating rate, 𝑠′ is the effective pre-exponential factor [20]. For first-order kinetics, s’

becomes the frequency factor. Graphs of 𝑙𝑛 (
𝐼

)  gainst  for different values of b were plotted to

determine the best choice for b. For peak I in sample A, this was determined as 𝑏 = 1.1 (𝑅2 = 0.99)
and as 𝑏 = 1.2 (𝑅2 = 0.999) for peak I for sample B. For peak III, 𝑏 = 1.2 and 𝑏 = 1.1 for samples A
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and B respectively. These values of b suggest that the peaks are of first-order kinetics. The activation 

energy for peak I for sample A was found as 𝐸 = 0.96 ± 0.01 eV. This is consistent with 0.95 ± 0.01 

eV for the same quartz annealed for 60 minutes implying that the duration of annealing did not affect 

the activation energy of peak I. The values obtained for the activation energy for samples A and B as 

described are in good agreement with 0.98 ± 0.01 eV for unannealed quartz [3] implying that annealing 

has little effect on the activation energy. For peak III, 𝐸 = 1.09 ± 0.01 eV for sample A and 𝐸 = 1.02 ±
0.01 eV for sample B. The activation energy decreases with the duration of annealing. However, the 

value obtained for sample A compares favourably with 1.06 ± 0.01 eV [8] for peak III for the 

unannealed quartz, suggesting that annealing has little effect on the activation energy. The frequency 

factors obtained from the intercept of the plots for peak I are 1.5 × 1013 s-1 for sample A and 8.5 × 1012

s-1 for sample B.  Similarly, for peak III, the frequency factor was evaluated as 1.1 × 1011 s-1 and

6.5 × 1010 s-1 for samples A and B respectively. The frequency factors for both peaks also decreases

with the duration of annealing. The relevant plots for this method are available as supplementary

information.

3.4.3. Curve fitting method. 

Peaks I and III extracted from thermal cleaning were fitted using the expression: 

𝐼(𝑇) = 𝐼𝑚𝑏
𝑏

𝑏−1𝑒𝑥𝑝 (
𝐸(𝑇−𝑇𝑚)

𝑘𝑇𝑇𝑚
) [(𝑏 − 1) (1 −

2𝑘𝑇

𝐸
) 𝑇2

𝑇𝑚
2 𝑒𝑥𝑝 (

𝐸(𝑇−𝑇𝑚)

𝑘𝑇𝑇𝑚
) + 1 + (𝑏 − 1)

2𝑘𝑇𝑚

𝐸
]

− 
𝑏

𝑏−1
,  (4) 

where Im is the maximum peak intensity, and other parameters remain as defined previously [22]. 

The goodness of fit was tested by the so-called figure of merit (FOM) defined as: 

𝐹𝑂𝑀 =
∑𝑝|𝑦𝑒𝑥𝑝−𝑦𝑓𝑖𝑡|

∑𝑝 𝑦𝑓𝑖𝑡
× 100%, (5) 

where 𝑦𝑒𝑥𝑝 and 𝑦𝑓𝑖𝑡 represent the experimental intensity data and the values of the fitting function,

respectively [23]. A fit is acceptable if 𝐹𝑂𝑀 ≤ 3.5% [23, 24]. 

The frequency factor was calculated by substituting the values of E and Tm into the expression: 

𝑠 =
𝛽𝐸

𝑘𝑇𝑚
2 𝑒𝑥𝑝 (

𝐸

𝑘𝑇𝑚
), (6) 

where all parameters maintain their meanings. 

Figure 4. A plot of 𝑙𝑛 𝐼 against 1/𝑘𝑇 for 

peak I and peak III using the initial rise 

method. 

Figure 5. Curve fitting for peaks I and III. 

The solid lines through data points are the 

best fits of equation (4). 

Figure 5 shows the best fit obtained for peaks I and III. The kinetic parameters determined for peak I 

are 𝐸 = 1.01 ±  0.01 eV and 𝑏 = 1.14 ± 0.02 with 𝐹𝑂𝑀 = 0.21% for sample A whereas E = 1.04 ± 

0.02 eV and 𝑏 = 1.22 ±  0.04 with 𝐹𝑂𝑀 = 0.48% for sample B. Here, the activation energy of sample 

A is only slightly lower than that of B implying that the duration of annealing has little effect on the 

activation energy of peak I. For peak III, 𝐸 = 1.23 ± 0.01 eV and 𝑏 = 1.46 ± 0.01 with 𝐹𝑂𝑀 =
0.36% for sample A. These values are in good agreement with E = 1.204±0.004 eV and 𝑏 = 1.50 ±
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0.01 with 𝐹𝑂𝑀 = 0.33%  for sample B. The E values obtained for peaks I and III for both annealed 

samples are consistent with literature values (e.g. 𝐸 = 1.01 ± 0.01 eV [3]), 𝐸 = 1.00 eV [6], 𝐸 = 1.22 

eV [6],  𝐸 = 1.21 ± 0.02 eV [8]). The values of b suggest that peak I for both samples follow first-order 

kinetics whereas peak III is of general-order kinetics. This agrees with the findings from the dose 

dependence of peak position method. The FOM values show that the curve fits are reliable. The 

frequency factor for peak I was calculated as 7.7 × 1013 and 2.0 × 1014 s-1 for samples A and B 

respectively. For peak III, 𝑠 = 4.5 × 1012 s-1 for sample A and 𝑠 = 2.0 × 1012 s-1 for sample B. These

values are of the correct order of magnitude being consistent with the Debye vibration frequency.  

4. Conclusion

The influence of annealing on thermoluminescence of natural quartz has been investigated through

various methods of kinetic analysis. Peaks I and III, the two prominent peaks of the samples annealed

for 10 and 60 min were analysed for kinetic parameters. We found that the thermoluminescence intensity

decreases with the duration of annealing for both peaks. Lifetimes also decreases with annealing time.

The activation energy and frequency factor obtained for both peaks using various methods decrease with

the duration of annealing. This implies that the duration of annealing at 1000 °C has an effect on the

trap parameters of natural quartz.
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Abstract. The mandate of the National Nuclear Regulator (NNR) is to protect the people, 

property and environment from radiological damage, through the establishment of safety 

standards and regulatory practices. The NNR aims to establish criteria for drinking water in the 

vicinity of authorised nuclear facilities and is currently involved with projects to establish the 

levels of radioactivity in drinking water in the vicinity of authorised nuclear sites. The study 

seeks to derive preliminary reference levels based on the principles established by the World 

Health Organisation (WHO). The Annual Limit on Intake (ALI) was calculated for different age 

groups. The calculations were performed using the dose conversion factors provided by the 

International Atomic Energy Agency (IAEA) in the General Safety Regulations (GSR Part 3). 

The calculated ALI results for infant, child and adult age groups are presented. The calculated 

ALI could be used as preliminary reference levels during the assessment of the radioactivity 

status of baseline data that is currently being collected. 

1. Introduction

The major sources of public exposure to natural radiation are cosmic and terrestrial radiation, inhalation

of air/dust containing radionuclides and ingestion of radionuclide contaminated water or food [1].

Therefore, the risk to human health (public) could be presented in numerous pathways, one of which is

through the ingestion of water containing radionuclides. The National Nuclear Regulator (NNR) is

currently involved with projects to establish the radioactivity of drinking water in the vicinity of

authorised nuclear facilities. The objective of conducting these projects is to ultimately establish

regulatory criteria for the radioactivity of drinking water in the vicinity of authorised and legacy sites.

The establishment of safety standards and regulatory practices supports the NNR in carrying out its 

mandate. The mandate of the NNR is to protect the people, property and environment from radiological 

damage [2]. South Africa is a member state of the International Atomic Energy Agency (IAEA) [3]. The 

IAEA is an independent intergovernmental organisation that develops nuclear safety standards for the 

protection of human health and the environment from ionising radiation [4].  Consequently, the NNR 

considers these standards when establishing its safety standards and regulatory practices. Requirement 

51 of the IAEA's General Safety requirements state that "the regulatory body or other relevant authority 

shall establish reference levels for exposure due to radionuclides in commodities" such as drinking 

water. In addition, the requirements state that the regulatory body/relevant authority should consider the 

guideline levels for water containing radionuclides published by the World Health Organisation [3]. 
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Therefore, the principles of the World Health Organization should be used as a basis during the 

development of national guideline levels for radionuclides in drinking water. 

As a way to assist the NNR with establishing regulatory criteria for radioactivity in drinking water, 

the radiological baseline of drinking water in areas surrounding authorised nuclear sites needs to be 

established. Before this can be done, it is important to first establish preliminary reference levels, which 

will be used to assess the radioactivity levels in collected samples lateron. The study seeks to derive 

preliminary reference levels for the infant, child and adult age groups based on the current international 

best practice. In addition the study aims to, assess the differences of the derived reference levels across 

the above-mentioned age groups. These reference levels will inform whether the water resource from 

which the sample was collected could pose a radiological threat to human health if ingested or not. 

2. Method

The Annual Limit on Intake (ALI) was calculated for the infant, child and adult age groups based on the

principles established by the WHO. The ALI through ingestion is the intake of a given radionuclide by

a reference person which would result in a committed dose that is equal to the relevant dose limit [5].

The assumption that is made is that the calculated preliminary radionuclide reference levels are

applicable for water under standard conditions for temperature and pressure. ALI was calculated for

commonly detected radionuclides in drinking water sources in the vicinity of Naturally Occurring

Radioactive Materials (NORM) producing mines and legacy mine sites.

2.1.  Determining commonly detected radionuclides in drinking water sources in the vicinity of 

NORM-producing mines and legacy mine sites. 

There are three main decay series in the natural environment, U-238, Th-232 & U-235 [6]. Therefore, 

all the radionuclides of these decay series have the potential of being present in water resources 

surrounding regulated nuclear sites (surface water and groundwater). The study also took into 

consideration the limitations of laboratory measurement techniques in analysing all these radionuclides. 

2.2.  Drinking water consumption rates. 

The daily water consumption rates of the adult (>17 years), children (1-17 years) and infant (<1 year) 

age groups are presented in table 1 [7]. These were rates converted to annual consumption rates. For the 

adult age group, the average consumption rate of an adult male and adult female was used. 

Table 1. Consumption rates of infant, children and adults adapted from [7]. 

Category Daily Consumption Rate (L/d) Annual Consummation rate (L/yr) 

Adult 
Male 2.723 993.895 

Female 2.129 777.085 

Children 0.431 157.315 

Infant 0.327 119.355 

2.3.  Calculation of Annual Limit on Intake.  

The Annual Limit of Intake is calculated using equation (1) obtained from the WHO drinking water 

guidelines [8]. 

ALI =
IDC

(U×Dc)
(1)
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Where; 

IDC      

ALI       

U 

– annual dose to the whole body (µSv/yr), in this the IDC of 0.0001 (Sv/yr)

– concentration of radionuclide in water, which in this case is the ALI (Bq/L)

– annual consumption rate (L/yr)

Dc   – ingested dose coefficient (Sv/Bq)

3. Results

The calculated ALI for the infant, child and adult age groups are presented in table 2, table 3 and table

4. The differences in calculated ALI for the same radionuclide in the infant, child and adult age groups

are within the same order of magnitude. This suggests that the derived radionuclide reference levels for

different age groups give rise to a similar dose due to ingestion. However, the WHO recommends that

dose assessments may be introduced for infants and children in cases of prolonged contamination of the

water source [8].

Table 2. Calculated ALI for an infant. 
Infant (<1 yr) 

Radionuclide Individual Dose 

Criterion (IDC) - (Sv/yr) 

Ingestion Dose 

Coefficient (Dc) - (Sv/Bq) 

Annual Consumption 

Rate (U) - (L/yr) 

Annual Limit on 

Intake (Bq/L) 

U-232 0.0001 2.5E-06 119 0.34 

Pb-210 0.0001 8.4E-06 119 0.10 

U-235 0.0001 3.5E-07 119 2.39 

Th-230 0.0001 4.1E-06 119 0.20 

Ra-226 0.0001 4.7E-06 119 0.18 

Po-210 0.0001 2.6E-05 119 0.03 

Th-227 0.0001 3.0E-07 119 2.79 

Ra-223 0.0001 5.3E-06 119 0.16 

Ra-224 0.0001 2.7E-06 119 0.31 

K-40 0.0001 6.2E-08 119 13.51 

Tritium 0.0001 1.2E-10 119 6981.97 

I-132 0.0001 3.0E-09 119 279.28 

I-133 0.0001 4.9E-08 119 17.10 

Cs-134 0.0001 2.6E-08 119 32.22 

Cs-136 0.0001 1.5E-08 119 55.86 

Co-60 0.0001 5.4E-08 119 15.52 

Te-131 0.0001 9.0E-10 119 930.93 

U-234 0.0001 3.7E-07 119 2.26 

Cs-137 0.0001 2.1E-08 119 39.90 

I-131 0.0001 1.8E-07 119 4.65 

La-140 0.0001 2.0E-08 119 41.89 

I-135 0.0001 1.0E-08 119 83.78 

Te-132 0.0001 4.8E-08 119 17.45 

Nb-95 0.0001 4.6E-09 119 182.14 

U-238 0.0001 3.4E-07 119 2.46 

U-235 0.0001 3.5E-07 119 2.39 
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Table 3. Calculated ALI for a child. 
Child (1-17 yr) 

Radionuclide Individual Dose 
Criterion (IDC) - (Sv/yr) 

Ingestion Dose 
Coefficient (Dc) - (Sv/Bq) 

Annual Consumption 
Rate (U) - (L/yr) 

Annual Limit on 
Intake (Bq/L) 

U-232 0.0001 6.5E-07 157 0.98 

Pb-210 0.0001 2.4E-06 157 0.26 

U-235 0.0001 8.9E-08 157 7.14 

Th-230 0.0001 3.0E-07 157 2.12 

Ra-226 0.0001 9.7E-07 157 0.66 

Po-210 0.0001 4.4E-06 157 0.14 

Th-227 0.0001 3.6E-08 157 17.66 

Ra-223 0.0001 6.2E-07 157 1.03 

Ra-224 0.0001 3.7E-07 157 1.72 

K-40 0.0001 2.0E-08 157 31.78 

Tritium 0.0001 7.3E-11 157 8707.77 

I-132 0.0001 1.2E-09 157 529.72 

I-133 0.0001 2.1E-08 157 30.27 

Cs-134 0.0001 1.6E-08 157 39.73 

Cs-136 0.0001 5.9E-09 157 107.74 

Co-60 0.0001 1.5E-08 157 42.38 

Te-131 0.0001 3.3E-10 157 1926.26 

U-234 0.0001 9.2E-08 157 6.91 

Cs-137 0.0001 1.1E-08 157 57.79 

I-131 0.0001 9.2E-08 157 6.91 

La-140 0.0001 6.6E-09 157 96.31 

I-135 0.0001 4.3E-09 157 147.83 

Te-132 0.0001 1.5E-08 157 42.38 

Nb-95 0.0001 1.7E-09 157 373.92 

U-238 0.0001 8.4E-08 157 7.57 

U-235 0.0001 8.9E-08 157 7.14 
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Table 4. Calculated ALI for an adult. 
Adult (>17 yr) 

Radionuclide Individual Dose 
Criterion (IDC) - (Sv/yr) 

Ingestion Dose 
Coefficient (Dc) - (Sv/Bq) 

Annual Consumption 
Rate (U) - (L/yr) 

Annual Limit on 
Intake (Bq/L) 

U-232 0.0001 3.3E-07 885 0.34 

Pb-210 0.0001 6.9E-07 885 0.16 

U-235 0.0001 4.7E-08 885 2.40 

Th-230 0.0001 2.1E-07 885 0.54 

Ra-226 0.0001 2.8E-07 885 0.40 

Po-210 0.0001 1.2E-06 885 0.09 

Th-227 0.0001 8.8E-09 885 12.84 

Ra-223 0.0001 1.0E-07 885 1.13 

Ra-224 0.0001 6.5E-08 885 1.74 

K-40 0.0001 6.2E-09 885 18.22 

Tritium 0.0001 4.2E-11 885 2690.34 

I-132 0.0001 2.9E-10 885 389.64 

I-133 0.0001 4.3E-09 885 26.28 

CS-134 0.0001 1.9E-08 885 5.95 

Cs-136 0.0001 3.0E-09 885 37.66 

Co-60 0.0001 3.4E-09 885 33.23 

Te-131 0.0001 8.7E-11 885 1298.79 

U-234 0.0001 4.9E-08 885 2.31 

Cs-137 0.0001 1.3E-08 885 8.69 

I-131 0.0001 2.2E-08 885 5.14 

La-140 0.0001 2.0E-09 885 56.50 

I-135 0.0001 9.2E-10 885 122.82 

Te-132 0.0001 3.8E-09 885 29.74 

Nb-95 0.0001 5.8E-10 885 194.82 

U-238 0.0001 4.5E-08 885 2.51 

U-235 0.0001 4.7E-08 885 2.40 

4. Conclusions

The above results show that the differences in calculated ALI values for individual radionuclides across

all ages are insignificant (within the same order of magnitude). Therefore, it is recommended that the

NNR use calculated ALI for adults as preliminary reference levels during the assessment of the

radioactivity status of baseline data that is currently being collected. However, if the water source

undergoes prolonged contamination dose assessments for infants and child age groups may be

introduced.
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Abstract. In particle physics, semi-supervised machine learning is an attractive option to
reduce model dependency in searches beyond the Standard Model. Over-training of the model
must be investigated when using semi-supervised techniques to train machine learning models
for searches for new bosons at the Large Hadron Collider. In the training of classification
models, fake signals can be generated due to over-fitting. The extent of false signals generated
in semi-supervised models requires further analysis and therefore the probability of such
situations occurring must be quantified on a case-by-case basis. This investigation of Zγ
resonances is performed using toy Monte Carlo samples normalised to mimic ATLAS data
in a background-plus-signal region. Performing multiple runs, using random toy Monte Carlo
samples, the probability of false signals being produced through over-training is investigated.
The distribution of significance, of fake signals being generated using semi-supervised techniques,
is found to form the positive side of a normal distribution for all background rejections and can
therefore be said to be under control.

1. Introduction
In 2012 the ATLAS and CMS collaborations reported on the observation of a Higgs boson with a
mass of 125GeV [1, 2]. The Standard Model (SM) was completed by the discovery of the Higgs
boson. The SM however, is not able to explain a number of phenomena that display substantial
experimental evidence, such as Dark Matter, the origin of neutrino mass, the matter-anti-matter
asymmetry, and a number of theoretical problems. These experimental discrepancies with the
SM motivate the search for new bosons.

A 2HDM+S model, where S is a singlet scalar, was used in Ref. [3, 4] to explain some
features of the Run 1 Large Hadron Collider (LHC) data. Here the heavy scalar, H, decays
predominantly into SS, Sh, where h is the SM Higgs boson. The model predicts the emergence
of multi-lepton anomalies that have been verified in Refs. [5, 6, 7, 8], where a possible candidate
of S has been reported in Ref. [9]. The model can elaborate on multiple anomalies in astro-
physics, if it is complemented by a Dark Matter candidate [10]. It can be further extended
to account for anomalies, including the anomaly reported by Fermilab, in the g − 2 muon
experiment [11, 12, 13]. For a full review of anomalies, see Ref. [14].
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The above mentioned motivates for the searches of heavy scalar resonances. We choose
to investigate the search of H → Zγ with Z → ℓℓ and ℓ = e, µ. This is done using semi-
supervision with topological features, as suggested in Ref. [15]. Semi-supervised learning is a
machine learning technique where a model is trained on partially labelled data in order to reduce
training biases. In this paper we focus on the potential over-training entailed in the the use of
semi-supervision when confronting side-bands and the signal region using a neural network.

1.1. Zγ Dataset
In this study we use the simulated Higgs like heavy scalar decaying to Zγ (pp → H → Zγ) events,
where Z → e+e− or Z → µ+µ−. The simulated Zγ dataset was produced using truth particles
and particle reconstruction by ATLAS full simulation. The objects of analysis are electrons,
muons, photons, jets and b-jets. The simulated non-resonant Zγ dataset is used as it is the
dominant background, representing more than 90% of the total background. This is therefore
an ideal dataset to evaluate the extent of false signals generated during the Machine Learning
(ML) training as any signals found within the dataset are a product of over-training and/or
fluctuations within the phase space. Further details on the Zγ dataset, including production
mechanisms, are described in Ref. [16]. The important features selected and used for this
analysis are the invariant mass, mℓℓγ ; invariant di-jet mass, mjj ; pseudo-rapidity of leading and
sub-leading jets, ηj1, ηj2; number of jets, Nj ; number of leptons, Nℓ; number of b-jets, Nbj ;

T E; transverse energy significance, σ
T
misstransverse energy, Emiss and the following difference in

the azimuthal angles, ∆Φ(ForwardJets, Emiss
T ), ∆Φ(LeadingJet, Emiss

T ), ∆Φ(LeadingJet, Zγ),
∆Φ(Zγ,Emiss

T ). Example feature distributions are shown in Figure 1.
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Figure 1: Zγ dataset important feature distributions.

1.2. Semi-Supervised Machine Learning
In high energy physics, fully-supervised ML methods are frequently used as binary classifiers.
The model is trained on labelled data where each event, x⃗i, has a corresponding target/label,
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yi ∈ {0, 1}. The model can therefore be understood to be trained on two sample types, a signal
sample, with label 1, and background sample, with label 0. For each given event, x⃗i, the model
generates a an output response, ŷi ∈ (0, 1). Model training therefore aims to minimise the
difference between the targets and the responses by using a loss function, usually in the form of
binary cross-entropy:

ℓ(y, ŷ) = −y · log ŷ + (1− y) · log(1− ŷ), (1)

The minimising of the loss function to find the optimum solution in full-supervision ML can
therefore be described using the following equation:

ffull = argminf :Rn→[0,1]

N∑
i=1

ℓ(yi, ŷi), (2)

In semi-supervised models Ref. [17], the model is trained on partially labelled datasets. This
means that the model is trained on one sample of pure background, labelled 0, and one unlabeled
sample made up of a mixture of signal and background events, labelled 1. Therefore as apposed to
full-supervised methods, Eq. 2, the semi-supervised method can be described using the following
equation:

fsemi = argminf :Rn→[0,1]

∑
K

ℓ

(
1

|K|
∑
i∈K

ŷi, yK

)
, (3)

where K denotes the batches of training data and yK is the signal ratio in each batch.

The quantification of uncertainties propagated within ML methods is vital in sub-atomic
physics analysis as it allows both an understanding of the accuracy of any predictions made and
exposes the level of validity of any ML based discoveries. The uncertainties in fully supervised
techniques used in particle physics are well defined and extensively researched [18], however the
uncertainties propagated in semi-supervised techniques have not been quantified to the same
extent. This research therefore focuses on measuring the uncertainties, represented as fake
signals, produced in the training of semi-supervised models within a given phase space.

2. Methodology
A benchmark centre of mass of 200GeV is selected and each data sample is divided into a
mass-window of 194 to 206GeV and side-bands from 194 to 182GeV and from 206 to 218GeV.
The model is trained on Zγ events, with sample 0 and sample 1 consisting of events within the
side-band and mass-window region respectively. As neither sample contains signal, there is no
significant separation expected, in the model output, between the mass-window and side-band
samples.

2.1. Deep Neural Network Model
The Binary Decision Tree (BDT), Multi-Layer Perceptron (MLP) and Deep Neural Network
(DNN) classification models were compared. The area under the Receiver Operating
Characteristic (ROC) curve is used to evaluate the classifier performance and the Kolmogorov-
Smirnov test is used to measure over-training of the models. The DNN is selected as the
optimum classifier as it showed the best classification score and lowest over-training. As the
model is being used as a binary classifier, the cross-entropy loss (Eq. 1) is used as the loss
function during training.

The DNN architecture implemented in this study consists of an input layer (360 neuron),
four hidden layers (180, 180, 90, 180 neuron respectively) and an output layer with a single
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neuron. The input and hidden layers use the rectified linear unit (ReLu) activation function and
the output layer uses the sigmoid activation function. A learning rate of 1 · 10−3 is used with a
learning decay of 3 · 10−4. The model is run for 8 epochs using a batch size of 1.

2.2. Toy Monte Carlo Sample Generation
In order to evaluate the over-training of the DNN model, the model must be run on a large
number of statistically unique samples. To this end a toy Monte Carlo (MC) generator is
used to extract random batches of events from the Zγ simulated dataset. Each batch of
events is normalised, using the corresponding event weights, to mimic data produced at the
ATLAS experiment. Each sample contains approximately 45500 side-band events and 23000
mass-window events, labelled 0 and 1 respectively. Therefore the toy MC generator is used to
produce a single random normalised sample for each given run of the model.

2.3. Evaluating Over-training on Invariant Mass
In order to calculate the significance of false signals being generated, the following steps are
applied to each toy MC sample generated.

(i) The DNN model is trained on the given sample using events within the side-band and mass-
window regions as sample 0 and sample 1 respectively. Once trained the DNN output, in
the form of a response distribution (example in Figure 2), is generated.

(ii) Batches of 50, 60, 70, 80 and 90% of the total events are taken from the response distribution.
Each batch is extracted by starting at the response distribution’s maximum, 1, and moving
towards the minimum, 0, until the required percentage of events are collected. The events
of each batch are then mapped to their corresponding invariant mass.

(iii) The invariant mass, mℓℓγ , distribution of each batch is than analysed in terms of the mass-
window and side-band. This is done by fitting an exponential function and an exponential
+ Gaussian function to each batch’s invariant mass distribution:

(4)f(x) = n0 · eax+bx2
,

g(x) = n0 · eax+bx2
+ n1 · e

(x−µ)2

2σ , (5)

where n0, a, b and n1 are constants produced in the fit; µ is the mean (fixed at centre of
mass) and σ is the standard deviation (as calculated by the fit). The exponential function,
Eq. 4, is therefore used to describe the background, in the side-band and mass-window, and
the Gaussian function, Eq. 5, is used to define signal, within the mass window. An example
of the invariant mass distribution fits is shown in Figure 3.

2.4. Significance Calculation
The significance of fake signals generated, in the mass-window, due to over training can be
quantified as the difference between the log-likelihoods of the two functions. The following steps
are implemented:

(i) The log-likelihood can be calculated using a Poisson probability mass function, pX , on the
first n terms of the invariant mass distribution {Xn}. The probability mass function of a
term xi is:

pX(xi) = e
−λλ

x

x

!
i

i , (6)
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Figure 2: Example DNN response distribution output from a single toy MC sample.

where λ is the parameter of interest. The likelihood function, L, and log-likelihood, ln(L),
can therefore be calculated as follows:

L(λ;x1, x2, ..., xn) =
∏n
i=1

e−λλ
xi

xi!
, (7)

lnL(λ;x1, x2, ..., xn) = −nλ−
∑n
i=1

ln(xi!) + ln(λ)
∑n
i=1

xi. (8)

(ii) The log-likelihood of the two functions can then be used to calculate the model’s uncertainty
significance for the given run:

Sk =
√
2 · (lnLeg − lnLe), (9)

where Sk is the Significance for the kth run and Leg and Le are the log-likelihoods of the
exponential + Gaussian function and the Exponential function, respectively.

(iii) Repeating the process with statistically random toy MC samples a number of times (initially
500 times) will produce the statistical deviations in significance of fake signals being
generated. The uncertainty generated, within the semi-supervised model, can therefore
be quantified. As the samples are limited by the MC statistics, the number of runs is
limited to 500.

3. Results
3.1. Invariant Mass Distribution with Cuts
In order to analyse false signals generated in the training of the model, the DNN is trained and
the output response distribution analysed, for each toy MC sample. An example of the response
distribution produced in a single run can be seen below in Figure 2.

Background rejection batches, containing 50, 60, 70, 80 and 90% of the total events, are
extracted from the DNN response distribution and mapped to their corresponding invariant
masses. An example of the number of events extracted for each background rejection, in a single
run, is shown in Table 1. The fit functions, Eq. 4 and 5, are applied to each invariant mass
distribution in order to expose the extent of fake signals generated. Examples of the 60 and 80%
background rejections, for a single run, are shown in Figure 3.
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Figure 3: Example mℓℓγ distributions of 60% and 80% background rejections, for a single run.

3.2. Significance Distributions
For each background rejection, of a given run, the significance is calculated using the difference in
the log-likelihoods of the fit functions, Eq. 9. Therefore for each background rejection, of a given
run, the significance is calculated. The breakdown of background rejections and corresponding
significance for an example run is shown in Table 1.

Table 1: Example of the number of events and corresponding significance, related to each
background rejection, for a single run.

% Events Mass-window events Side-band events Significance (σ)

50 3347 6462 1.80
60 4007 7764 2.85
70 4642 9091 2.15
80 5251 10444 1.87
90 5841 11816 1.36

Repeating this methodology on multiple toy MC samples, produces significance distributions
for each background rejection. These significance distributions can therefore be used to quantify
the extent of false signals produced in the model. The results below, in Figure 4, demonstrate
examples of the significance distributions produced when the model is run on 500 toy MC
samples.

4. Conclusions
The investigation into quantifying the uncertainty generated, through the over-training of semi-
supervised techniques, using Zγ resonances was performed using pure background toy MC
generated samples and a semi-supervised DNN model. The invariant mass distributions for
various background rejections was used to measure the fake signals produced by the model. This
in turn was quantified through the calculated significance for the background rejections of each
run. The significance distributions produced on 500 samples, Figure 4, form the positive side of a
normal distribution for all background rejections. The significance distributions therefore verify
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Figure 4: Significance distribution, for 60% and 80% background rejection, for 500 runs.

that the extent of fake signals generated, does not refute any scientific observations made using
the semi-supervised technique. The study however is limited by the MC statistics produced
using full simulation and future research should consider adopting generative models to increase
the size and statistics of the dataset used for analysis.
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Abstract 
Nuclear forensics involves the analysis of nuclear material for possible provenance determination 
using various analytical tools that are available for such analysis. In this study, Scanning Electron 
Microscopy (SEM) combined with Electron Dispersion Spectrometer (EDS), were used to 
determine the signatures of uranium ore concentrates (UOCs) samples for nuclear forensic 
applications.  SEM and SEM / EDS provided substantial information on the UOC’s morphology 
and elemental composition. Distinct qualitative and quantitative difference are present for the 
different UOC’s. The UOC’s surface consists of agglomeration made up of homogenous spherical 
particles, irregular shaped particles and plate like bulky particles. Average particle size ranged 
between 0.1 – 0.2 µm. EDS analysis of all the samples showed they contained a consistent 70 
weight % of uranium and a stoichiometric formula closest to the molecule of UO4. This technique 
can thus be used to distinguishing and fingerprinting UOC’s originating from different mine. 

1. Introduction
Nuclear forensics is a new discipline of forensic science. It is defined  as the examination of nuclear or
other radioactive material, or of evidence that is contaminated with radionuclides, in the context of legal
proceedings under international or national law related to nuclear security [1]. Nuclear forensics
provides material signature such as isotopic abundances, elemental concentrations, physical and chemical
forms, morphology and physical dimensions that may be used to link a material, either nuclear or other
radioactive (non-nuclear, such as those used for medical imaging), to individuals, locations, or processes,
date of production and on the intended use [2, 3].

The Uranium Ore concentrate (UOC), commonly known as yellow cake is the main component in 
the uranium fuel cycle production.  It is produced by various process which involves crushing, grinding 
and leaching the uranium ores or recovered as a by-product of other products, such as copper or 
phosphoric acid. Several cases involving theft of UOC’s are recorded in the IAEA incident trafficking 
database [4]. Morphological signature is a comparatively new topic in nuclear forensics and refers to the 
size, crystalline structure and shape of particles. It is complementary signature to isotopic and elemental 
compositions [5]. The particle shape parameter is one of the most useful morphological characteristics for 
material differentiation [6]. 

The focus for much of the development and success of nuclear forensic investigation is to provide 
rapid capability for the characterisation of materials in scenarios where a bulk quantity has been 
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discovered or seized. A Scanning Electron Microscopy (SEM) equipped with Electron Dispersive 
Spectrometry (EDS) has the capability to provide one of the most rapid and reliable microscopy- based 
direct analytical techniques for measuring particle size, morphology and composition, however it requires 
accurate sample preparation [7]. EDS can also provide rapid qualitative analysis of elemental composition 
with a sampling depth of 1–2 microns, whilst x-rays might also be used to represent maps or line profiles, 
showing the elemental distribution in a sample surface [8]. 

SEM has been successfully applied in nuclear forensics to investigate the shape, appearance and 
particle size of various nuclear material from the nuclear fuel cycle [6, 9, 10]. Morphology of uranium 
pellets intended for the graphite moderate reactor was identified [11], high enrich uranium power origin 
was identified [12] and at the Munich airport, a sample consisting in a mixture of uranium and plutonium 
analysed by SEM revealed different grain sizes, leading to the conclusion that the materials were coming 
from different processes of formation [13]. The aim of the study was to resolve nuclear forensics 
signatures based on morphology and compositional analysis of the UOC’s samples from Namibia and 
South Africa uranium mines. 
2. Materials and Method
Three (3) UOC samples were obtained from Uranium mines in Namibia and South Africa. The powdered
samples were mounted on an aluminium stub using double sided carbon tape. The mounted sample were
coated with carbon to enhance conductivity and prevent charge build-up during SEM imaging. Secondary
electron images of the samples were obtained in an FEI Quanta FEG 250 field emission gun SEM
operating at an accelerating voltage of 15 kV. Oxford Energy Dispersive Spectrometer (EDS) operating
with the Inca software was used for the compositional analysis. The quantitative measurement of the
imaged morphological features was performed using Image J 1.52 a software and the distribution plotted
in excel.

3. Results and Discussions
3.1 Morphology Characteristics
In an attempt to identify forensic signatures indicative of the origin of the material, qualitative as well as
quantitative SEM image analysis of surface characteristics of the UOC’s were carried out. The respective
SEM images of the samples can be seen in Figures 1A – C below. Each row of images represents a sample
taken at different levels of magnification X 13 000, 50 000 respectively. The UOC from mine A consists
of massive agglomerates made up of homogenous spherical particles of size range 0.050 – 0.234 µm.

The UOC from mine B is a heterogeneous matrix consisting of spherical particles sandwiched 
between plates like bulky particles of size in range 0.041-0.799. The third UOC from Mine C shows the 
finest textures homogenous spherical particles in the range of 0.037-0.115. The morphological structures 
are summarised in Table 1. 

The order of particle size is as follow: Mine A > Mine B > Mine C meaning Mine C has smallest particle 
sizes. The particles size distribution of the UOC’s is shown in Figure 2 a – c. There is notable difference 
in the texture, size and shape of the particles from the different mines, this is mainly attributed to the 
different processing mechanism such as dissolution, extraction, ion exchange and precipitation [3]. 

Table 1: Summary of the morphology characteristics.

Mine ID Texture Average particle 
size (nm) 

A Homogenous spherical particles 92 ± 9.10 

B Heterogeneous platelets spherical particles 89 ± 8.45 

C Homogenous fine grained particles 69 ± 6.45 
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Figure 1: A-B-C SEM morphology images. 

A A 

B B 

C C 
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There is difference in the particle size distributions as seen in Figure 2 above. Mine A particles 
shows almost symmetric distribution where most of the observed particles close to the mean 0.1 µm. Few 
particles are further away from the mean in both directions, Mine B distribution is skewed to the right 
most particle size is between 0.05and 0.09 µm. Mine C particles are left-skewed as most of the particle 
size clustered on the left side of the histogram. The differences in the distribution indicate that the mean 
particle size are different and distinct for each mine. 

3.2 Elemental composition 

Elemental composition was performed with the EDS and the obtained spectrums are depicted in Figures 
3.1- 3.3 below. The major peaks observed were those of U and O, C with some minor peak of Na. The 
element carbon on the spectrums is a result of carbon coating prior to the analysis. Mine A contains 
additional element impurities Na which is due to the processing mechanism of the mine.  

Figure 3.1: EDS spectrum of mine A, UOC. 

Figure 3.2: EDS spectrum of mine B, UOC. 

Figure 3.3: EDS spectrum of mine C, UOC. 
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Results of the semi quantitative analysis of the UOC’s using SEM / EDS are shown in Table 2. 

Table 2: Elemental composition (weight (wt. %) and atomic (at %)). 

U O Na Formulae 

Mine ID wt% at% wt% at% wt% at% 
Based on at% 

ratio 

Mine A 

73.84 
± 

0.68 
16.1 ± 
0.50 

25.32 ± 
0.77 

81.98 ± 
0.77 

0.85 ± 
0.11 

1.92 ± 
0.28 UO4 

Mine B 

77.64 
± 

0.21 
18.92 ± 

0.18 
22.36 ± 

0.21 
81.08 ± 

0.18 - - UO4 

Mine C 

76.56  
± 

0.63 
18.02 ± 

0.53 
23.44 ± 

0.63 
81.98 ± 

0.53 - - UO4 

The results of wt % confirm that the samples of the mine are Uranium Oxide compounds constituting on 
over 70% of Uranium. The at% ratio analysed are closest to the molecules of UO4 which constitute of 
20%U and 80% O.  

4. Conclusion
It has been demonstrated that SEM is a useful tool for possible signature of UOC origin assessment. The
morphology analysis was able to distinguish particle’s texture, shape and size of the UOCs indicative that
they are of different mines. Impurities related to the production process were observed from the EDS
results and the weight percentage indicates samples contains 70% of uranium. Future work would be to
use a more quantitative approach to investigate if there are any crystalline difference between such
samples.
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Abstract. Four major experiments for the High Luminosity Large Hardron Collider (HL-
LHC) are upgraded to accommodate an increase in luminosity. ATLAS (A Toroidal LHC
ApparatuS) is one of these four major experiments and it is upgraded to investigate a wide range
of physics. The ATLAS detector is the largest and a general-purpose particle detector. The Tile
Calorimeter (TileCal) is part of the ATLAS detector and is the central hadronic calorimeter.
The detector is divided into one long barrel and two extended barrels. The main aim of the
TileCal Phase-II upgrade is to completely redesign the on- and off-detector electronics. The
TileCal PreProcessor (TilePPr) is one of the off-detector electronics and it is responsible for
processing the detector data with a total data bandwidth of 40 Tbps. The University of the
Witwatersrand is contributing 24 % to the total design and production of boards towards the
TilePPr. The TilePPr is made up of numerous modules and the University of the Witwatersrand
is responsible for TileCal GbE Switch and TileCoM modules.

1. Introduction
The Large Hadron Collider (LHC) collides proton beams at four interaction points where main
experiments are located [1]. These are; ATLAS (A Toroidal LHC ApparatuS)[2], CMS (Compact
Muon Solenoid)[3], ALICE (A Large Ion Collider Experiment)[4] and LHCb (Large Hadron
Collider beauty)[5]. A major upgrade to the High Luminosity Large Hadron Collider (HL-LHC)
will increase the instantaneous luminosity by a factor 5 compared to the operation of the LHC
during Run 2. The complete redesign of replacement of on- and off-detector electronics for the
ATLAS Tile Calorimeter Phase II upgrade is due to: radiation and time aging of the electronics;
compatibility with full digital TDAQ and trigger processing at 40 MHz (L0) and; to fulfill Phase
II radiation requirements. The new readout strategy for HL-LHC will transmit digitized data
to the off-detector electronics at the HL-LHC frequency (40 MHz), which is approximately 40
Tbps to read out the entire detector.

2. ATLAS TileCal Pre-Processor for the Phase-II upgrades
Figure 1 shows the proposed redesign for the ATLAS Tile Calorimeter electronic readout chain
where the on-detector electronics sends digitized data to off-detector electronics. The off-detector
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Figure 1. The ATLAS Tile Calorimeter electronic readout chain[6].

electronics receives these digital data using GBT protocol at the HL-LHC frequency, stores
and processes these data in the Tile PreProcessor (TilePPr) modules. Figure 2 shows the
components of the TilePPr which includes an ATCA Carrier Board, four Compact Processing
Modules (CPM) and a Trigger and Data Acquisition Interface (TDAQi) module. The TDAQi
provides preprocessed data to the ATLAS calorimeter and muon trigger systems. The TilePPr
also includes mezzanine modules such as the TileCal Gigabit Ethernet (GbE) Switch, TileCal
Computer on Module (TileCoM) and the Intelligent Platform Management Controller (IPMC).
All the off-detector electronics are housed inside Advanced Telecommunication Computing
Architecture (ATCA) shelves that can be controlled through remote communication. The IPMC
is used for control and monitoring of the ATCA Carrier Base Board.

Figure 2. The ATLAS TileCal PreProcessor [7].

3. The South african contribution
3.1. Production of boards
The University of the Witwatersrand and iThemba labs are contributing towards production of
boards from state-of-the-art companies in South Africa. The two mezzanine modules, TileCoM
and TileCal Gigabit Ethernet (GbE) Switch, introduced in Section 2 are produced from South
African companies. Figure 3 shows the TileCal GbE Switch, that will interconnect all the
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Figure 3. The TileCal Gigabit Ethernet switch card.

components in the TilePPr with an external ethernet network through the ATCA Base Interface
located in the Zone 2 backplane on the shelf. The main component of this module is the
Broadcom(R) BCM5396 which is a 16-port GbE switch with 16 1.25G-SerDes/SGMII port
interfaces for connecting to external Gigabit PHYs or fiber modules. The Tile GbE switch
provides communication to the CPMs and TDAQi.

This module consists of the interface connector to communicate with external components
connectors and power regulators responsible for stepping down the 12V input voltage to the
required voltages. Six boards have been produced from South African companies and these
modules have been tested with the TilePPr modules. The produced TileCal GbE switch
module has passed electrical and communication tests with TilePPr modules. The TileCoM
functionalities detailed in subsection 3.2 are implemented and tested with TileCal GbE switch
module and other TilePPr modules.

Figure 4. The TileCal Computer On Module (TileCoM).

Figure 4 shows the TileCoM architecture with connection interfaces to the ATCA carrier.
The TileCoM main components are the Zynq UltraScale + ZU2CG and 2GB DDR4. All the
interface components are used for the main functionalities of the TileCoM. The TileCoM will
receive 12V power supply from the ATCA carrier to power all the components. The DC/DC
regulators are used to step-down the voltage to supply other components that are on the board.
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The Transmission Control Protocol (TCP) and the Internet Protocol (IP) are used to remotely
connect to the TileCoM and implement the main functionalities. The Inter-Integrated Circuit
(I2C) protocol is used to interface with the ATCA temperature and voltage sensors for monitoring
purposes. The TileCoM reads these temperatures and voltages, and send them to DCS through
a GbE port.

3.2. Software implementation for TileCoM functionalities
The three main functionalities of the TileCoM involves remote programming, interface with
TDAQ[8] and integration with the Detector Control System (DCS)[9]. The remote programing
aplication is used to remotely program all the FPGAs on the ATLAS TileCal Phase II upgrades
electronic readout chain. The interface with TDAQ is used to monitor and control the data
acquisition on the TilePPr. Lastly, the integration with DCS functionality is used to remotely
control and monitor the health status of the readout modules. All these functionalities are
implemented in the software application level of the embedded linux running on TileCoM.
TileCoM drivers are developed to integrate with the TileCoM hardware and the rest of the
ATLAS TileCal Phase II upgrades electronic readout chain. The Extensible Markup Language
(XML) is used as a lightweight data-interchange format to read data from the electronic readout
chain.

The Open Platform Communications United Architecture (OPC-UA) projects are part of
the DCS TileCoM functionality that is used to control and monitor the readout electronic
chain. This DCS TileCoM functionality is divided into two projects. The first OPC-UA project
focuses on only reading the Xilinx Analog to Digital Values from the TileCoM. This project
was successfully integrated and tested with the SCADA system of the DCS to remotely acquire
sensor data. The second OPC-UA project is currently in process of implementation and involves
software integration with the CPM on the ATCA carrier board.

3.3. Progress status of the South African contribution
Figure 5 shows a Gant Chart with the projects for the South African contribution towards the
TilePPr for 2021. All the projects are on schedule in terms of production and developments
of software applications. The final design of the TileCoM involves integration tests with the
TilePPr and TDAQ FPGAs. This project will commence on the last quarter of 2021 together
with the production of TileCoM boards by South African companies.

The plan for the year 2022 on-wards is to perform electrical and communication tests on
the TileCoM boards produced in South Africa. This will commence early 2022 and will involve
testing the TileCoM as well as integration tests with the other ATLAS TileCal Phase II upgrade
electronic readout chain boards.

4. Conclusion
Current work at CERN involves progressing towards Phase II upgrades to accommodate an
increase in the instantaneous luminosity by a factor 5 compared to the current operation of
the LHC. The University of the Witwatersrand and iThemba labs are contributing towards the
off-detector electronics. This contribution involves software developments and production of
boards by South African companies. The University of the Witwatersrand has produced six
fully functional TileCal GbE Switch boards.

The first OPC-UA software developmenet project has been completed and integrated
successfully with the SCADA systems of the DCS. The ATLAS TileCal note is a document that
contains all the details about the TileCoM and it is currently under review. The production of
TileCoM boards as well as the development of the second project for the OPC-UA will commence
on the last quarter of 2021. All the projects of the South African contribution are on schedule.
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Figure 5. Progress status of the South African contribution towards TilePPr.
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Abstract. The top quark is the heaviest known elementary particle of the Standard Model
(SM) of particle physics and, therefore, it is expected to have large couplings to hypothetical
new physics in many models beyond the SM (BSM). Various studies have predicted the presence
of multi-lepton anomalies at the LHC. One of those anomalies is the excess production of two
same-sign leptons and three isolated leptons in association with b-jets. These are reasonably
well described by a 2HDM+S model, where S is a singlet scalar. Both the ATLAS and CMS
experiments have reported sustained excesses in these final states. This includes corners of the
phase-space where production of top quark pairs in association with a W boson contributes to.
Here, we investigate the production of two same-sign and three leptons from the production
of four top quark final states. Our focus is on understanding the differences between the SM
and BSM production mechanisms of four top quarks from ttA (A → tt) using Machine Leaning
techniques with twelve discriminating kinematic variables.

1. Introduction
The exploration of a Higgs boson (h) at the Large Hadron Collider (LHC) by ATLAS [1] and
CMS [2] Collaborations has opened a new window of opportunity for the community of particle
physics. The measured properties relating to the Higgs boson have illustrated the compatibility
with those predicted by the Standard Model (SM) [3, 4]. Be that as it may, the possibility of
the existence of additional scalar bosons is not excluded provided that their mixing with the SM
Higgs boson is adequately small. Subsequently with the higher luminosity, the focus has shifted
towards understanding the couplings of the Higgs boson to the SM particles and searching for
new particles. Thus, leaving no stone unturned to search for new particles/interactions at the
LHC. In doing so the LHC has already reported a few prelusive hints/anomalies in its current
data which needs immediate attention. In this context a scalar singlet S was introduced in
conjunction with a 2HDM model in Ref. [5, 6] to explain some features of the Run 1 LHC data,
referred to as the 2HDM+S model. The model predicts the emergence of multi-lepton anomalies
that have been verified in Refs. [7, 8, 9, 10], where a possible candidate of S has been reported
in Ref. [11]. The model can further elaborate on multiple anomalies in astro-physics if it is
complemented by a candidate of a Dark matter [12]. It can be easily extended [13] to account
for the 4.2σ anomaly g − 2 of the muon [14, 15].
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Figure 1. The Feynman diagram for the four top quarks production at the leading order in
QCD.

The large coupling of the top quark with the SM Higgs boson exposes it to multiple new
particles as well as new interactions predicted in various physics in BSM. Thus, studying rare
processes involving the top quarks are of high interest. The four top quark production has
been observed recently by both ATLAS [16] and CMS [17] collaborations and it is one of the
rare processes predicted by the SM. In this study we require two same-sign leptons (2LSS) or
events with at least three leptons (3L) to be present in the final state. Although the branching
fractions for these channels are relatively small, it delivers promising results owing to its clean
nature and small background contribution from the SM. The addition of a Higgs-doublet to the
SM resulted in the scalar spectrum being populated with two CP-even (h,H), one CP-odd (A)
and charged scalar bosons (H±), thus leaving room to study the characteristics of the scalar
spectrum. Our interest is to investigate the CP-odd scalar in the 2HDM+S model, by studying
the production of A in association with two top quarks and its decay of A → tt channels. The
relevant Feynman diagrams are shown in Fig. 1.

2. The Model
In order to understand the results reported by ATLAS [16], we have considered a 2HDM extended
with a real singlet scalar [6, 18], ΦS , we kept the notation same as in Ref. [6] and name this
model as 2HDM+S. The potential of the model is given by:

V (Φ1,Φ2,ΦS) = m2
11|Φ1|2 +m2

22|Φ2|2 −m2
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λ7
2

(Φ†1Φ1)Φ
2
S +
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(Φ†2Φ2)Φ
2
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(1)

Here the Φ1 and Φ2 are the SU(2)L Higgs doublets and ΦS is the singlet field. The first
three lines correspond to the potential for the 2HDM and the last line is the contribution from
the singlet field. In order to avoid the tree-level FCNC’s, all the quarks of a given charge
must couple to a single Higgs doublet, which can be done by imposing a Z2 symmetry and
it is softly broken by the m2

12 term. Moreover, if we extend the Z2 symmetry to the Yukawa
sector it guarantees the absence of FCNC at tree level. Here, we consider a case where the real
singlet field acquires a vacuum expectation value (vev) with a Z2 symmetry. In other words,
if this symmetry is respected then the singlet scalar becomes a viable dark matter candidate.
In this study we set m2

12 6= 0 in the 2HDM+S potential, Eqn. 1, which corresponds to a soft
breaking of the Z2 symmetry. Since we do not consider explicit CP violation, we assume λi to
be real. √Minimising the√potential with the three Higgs fields and assuming the vevs of the fields
Φ1 → v1/ 2, Φ2 → v2/ 2 and ΦS → vS , the three minimisation conditions are:
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Figure 2. The b-jet multiplicity in events from pp→ ttA→ tttt production for three values of
mA with the event selection applied in Ref. [16]. The graphs on the left (right) correspond to
two same-sign (three) leptons.

∂V
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= 0. (2)

With these conditions on the fields are:
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S

where λ345 = λ3 + λ4 + λ5.

3. Deep Neural Networks
Deep Neural Networks (DNN) are considered a powerful tool for big data problems when using
machine learning. hey have been applied to a variety of problems, essentially classifications of
various types and to Artificial Intelligence complex systems needed at CERN when searching
for new physics. Large data sets with various kinematics are produced by the multipurpose
detectors at the LHC from the proton-proton collisions. To get information from the data,
different mechanisms are used to process the multi-dimensional space.

DNNs make use of multiple processing layers to determine patterns within large data sets,
through each layer learning from the input data and subsequently passing on the information
to the next layer. The data flow in DNNs is in one direction, from the input layer to the output
layer with the connections between the layers being fed forward, while the output results are
obtained using back propagation.

In our study we have engineered three separate DNN models that will be used to separate
the SM production of four top quarks from the BSM production, as we have evaluated the
heavy pseudo scalar A with three different masses, mA = 400, 500, 600 GeV. The best working
hyper parameters for the DNNs were used to build DNNs that provided efficient results for the
classification task.

4. Results
We perform a Monte-Carlo simulation of pp collisions at the LHC. The events corresponding
to the signal and SM backgrounds are generated using Madgraph5 [19] with the NNPDF3.0

parton distribution functions [20]. The UFO model files required for the Madgraph analysis
have been obtained from FeynRules [21] after a proper implementation of the model.
Following this partonlevel analysis, the parton showering and hadronization are performed using
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Figure 3. The distributions of the input variables used to train the DNN for two same-sign
leptons. The BSM signal corresponds to mA = 400 GeV.

Pythia [22]. We use Delphes(v3) [23] for the corresponding detector level simulation after the
showering/hadronization.

The event selection documented in Ref. [16] is used here The DNN used in this study is a
binary classification algorithm which categories between 0 and 1, with 0 being associated with
the SM production of four top quarks while 1 is associated with BSM production. The signature
that will be used to explain the results reported by ATLAS in Ref. [16] with b-jets follows the
production mechanism pp→ ttA→ tttt. This gives rise to an excess of multi-lepton final states
associated with b-tagged jets in the two channels of interest. In order to illustrate the excess of
b-tagged jets in the final state of the signature that we are studying, distributions of the b-tagged
jets for the two channels are shown in Fig. 2.

The discriminating features used to train the DNN in order to perform a classification between
the SM and BSM four top quark productions are displayed in Fig. 3. This includes the total
number of b-tagged jets, Nb, the leading lepton transverse momentum, plT

0, the missing transverse

energy, ET
mis, the leading jet transverse momentum, pj0T , the second leading jet transverse

T , the sixth leading jet transverse momentum, pj5Tmomentum, pj1 ,√the leading b-tagged jet

transverse momentum, pbT
0, the minimum distance defined as ∆R = (∆η)2 + (∆φ)2 between

two leptons out of all possible pairs, ∆R``
min, the scalar sum of transverse momenta over all

leptons and jets excluding the leading jet, HT , the sum of the distances between two leptons for
all possible pairs, ∆RS

``, the maximum distance between a b-tagged jet and a lepton among all
possible pairs ∆Rb`

max, and the minimum distance between a jet and a b-tagged jet among all

possible pairs ∆Rbj
min. From the distributions of these input variables we are able to see that
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Figure 4. The DNN output distributions for the three mass ranges for two channels of
interest. The first row represents SS and the second row represents 3L. The first column is for
mA=400 GeV, the second column is for mA=500 GeV and the third column is for mA=600 GeV.
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Figure 5. The ROC curves obtained from the DNN models for signal and background. The
graphs correspond to 2LSS (left) and 3L (right).

there is no significant discrimination between the background and the signal.
The DNN was set to the best hyper parameters and output distributions obtained from the

model for testing data are shown in Fig. 4. From the output distributions of the DNN, we see
that the SM four top quark and BSM four top quark productions are not far from each other,
thus making it difficult to separate the two. This is further illustrated by the ROC (receiving
operating characteristic) curves displayed in Fig. 5 whose AUC (area under curve) are barely
above 50%. The ROC curves are obtained with the corresponding test data samples, which
where not used in the training of the DNNs.

5. Summary and Conclusion √
We have studied the four top quark production at the center of mass s = 13 TeV at the LHC
with two categories of multi-lepton channels: two same-sign leptons and three leptons. After
using a number of kinematic variables, we notice that there is no significant discrimination
between the four top quark production in the SM and that of the BSM model used here
(pp → ttA → tttt). A multivariate analysis is performed with a DNN using twelve features,
where no significant discrimination between the SM and BSM four top quark signals. This
is illustrated by the AUCs of the ROC curves being marginally higher than 50%. Hence, we
are predicting that the BSM signal should be seen as an elevation of the measured four top
cross-section.
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Abstract. Unlike supervised learning which is known to assume a full knowledge of the
underlying model, semi-supervised learning, weak supervision in particular allows with partial
knowledge to extract new information from data. The objective of this study is to set up
the search for heavy resonances at the electroweak scale with topological requirements. These
resonances could be produced with different production mechanisms. In this case we will be
focusing on the searches for new resonances in the Zγ final state using the Monte Carlo simulated
signal samples for 139 fb−1 of integrated luminosity for Run 2, collected at the LHC. The
weak supervised learning approach will be implemented, which will then be compared to the
performance of the full supervision approach.

1. Introduction
Large Hadron Collider (LHC) at CERN produces a very large amount of data, which is com-
putationally intensive and requires super-computing abilities to process. This data is generated
through proton-proton collisions, pp, at the ATLAS detector at high energies. The collisions
at the LHC produce particles which physicists have been studying in search for a new physics
beyond the Standard Model (BSM). For the probability of the BSM events to be produced, the
particles have to be accelerated at extremely high energy and high luminosity.

Machine learning (ML), deep learning, in particular, comes across as one of the tools to use
in this type of analysis because of its ability of handling complex and high dimensionality data.
The application of ML to high energy physics started in the 1990s, used for analysis and which
later developed into event identification and reconstruction in the 2010s [1]. There are quite a
number of ML algorithms which have been used in physics which include support vector ma-
chines, boosted decision trees, kernel density estimation and artificial neural networks.

For the longest time ML has been following two most commonly known learning paradigms,
namely, supervised and unsupervised learning. Supervised learning is known to assume full
knowledge of the model since it is trained on labelled data. On the other hand, in unsupervised
learning, the learning takes place without labels. The algorithm is expected to learn from itself
by finding similarities in the data and assigning them to the same output unit. Weak supervision
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Figure 1: Schematic representation of supervised learning.

in addition to these two, it is a new paradigm that allows extraction of information with partial
knowledge of the data.

The focus on this research is to search for resonances using H → Zγ in the final states in
predefined categories shown in Table 1 where H is a Higgs-like scalar. The purpose of this study
is to scan from 200 - 900 GeV to verify the ability of the proposed methodology, which will
further be used to prepare a search for new phenomena in high mass in Zγ final states at the
LHC. As this is an ongoing study, this paper will present and focus more on the mass point of
200 GeV.
The rest of this paper is organised as follows: Section 2 discusses the ML techniques, Section 3
presents data selection and data preprocessing, while Sections 4 and 5 concludes this work and
gives a brief discussion, respectively.

2. Machine Learning
This section gives a brief description of the methodology implemented in this study. Two
ML techniques in the form of full supervised learning and weak supervised learning have been
implemented and evaluated for the purpose of events classification. This is done to train the
algorithm to learn what the signal and background events look like. These techniques have been
implemented in conjunction with deep neural networks (DNNs) [2].

2.1. Full Supervised Learning
Full supervised classification is one of the most popular learning paradigms of ML. The name
dictates that the dataset should come with labels. Each example x~i comes with a label yi ∈ {0, 1}
in a case of binary classification task. Figure 1 shows a schematic representation of full steps
involved in supervised learning. The purpose of this approach is to learn a mapping from x
to y while minimising the loss function (see equation 2) which can be in a form of binary
cross-entropy:

(1)`(y, ŷ) = −y · log ŷ + (1− y) · log(1− ŷ),

where ŷ is the model output and y is the target output. The loss function is given by [3]:

ffull = argminf :Rn→[0,1]

N∑
i=1

`(yi, ŷi), (2)

where f is the predictor function, ŷi is the ith model output, yi is the corresponding target output
and ` is the loss for a single example [4]. For this task, the training data contains labelled signal
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Table 1: Yield for the considered processes normalised to the expected events yields and signal
injection rates for VBF, ggH, ZH and WH signal samples for 139 fb−1 of integrated luminosity
for Run 2.

Process Selection Sideband Region Signal Region Signal

ggH Inclusive 13175 6444 160
ZH & WH METsig > 2.5 GeV 808 394 40
ZH & WH Njets ≥ 2 GeV; 60 < mjj < 120 GeV 839 414 40
VBF Njets ≥ 2 GeV; ∆ηjj > 2 GeV; mjj > 300 GeV 498 245 30

and background events, with 1 and 0 used as the labels, respectively. This is done to ensure
that the algorithm is able to generalize on an unseen data to make predictions. This learning
paradigm requires a large amount of labelled data, especially when applied on a deep learning
algorithm.

2.2. Weak Supervised Learning
Unlike supervised learning, semi-supervised learning, weak supervision in particular allows with
partial knowledge to extract new information from the data. This is different from supervised
learning which is known to assume a full knowledge of the underlying model. Weak supervised
learning is less expensive compared to supervised learning since it takes less time manually
labelling the data. Weak supervised learning enables the model to learn from data with
imprecise labels [5], it is for this reason that it is regarded as cheap form of supervision [6, 7].
These benefits sparked a lot of interest from researchers in high energy physics [3]. The most
commonly known types of weak supervision come in three ways, namely, incomplete, inexact, and
inaccurate supervision [8]. The names are self-explanatory, i.e. incomplete supervision comes
with incomplete labels, inaccurate supervision with inaccurate labels and inexact supervision
for coarse-grained labels [8].

3. Data Selection and Preparation
This work explores the separation power of weak supervision technique in comparison with
full supervision. The performance of these two techniques will be tested on ATLAS Monte
Carlo samples. This corresponds to simulated non-resonant Zγ dataset, as it is the dominant
background, representing more than 90% of the total background. The signal in this research
represents the simulated Higgs-like to Zγ final state [9]. Data preprocessing plays a fundamental
role in ML and has a significant influence on the performance of ML methods [10, 11, 12]. The
data is normally scaled to the intervals of [0, 1] and [−1, 1] to ensure that features have the same
degree of influence [13]. This ensures that the values use a common scale however, the difference
in the ranges is not distorted. For this study MinMax scaler was used to normalize the data.
MinMax scaler is defined by:

x′i =
xi −min(x)

max(x)−min(x)
(3)

where xi is the ith entry/record for the variable x, x′i is the rescaled entry, whereas min(x) and
max(x) represent the minimum and maximum entries, respectively. Table 1 shows the number
of expected events yields for both sideband and signal region for all predefined categories for
this mass point. The width of the Zγ invariant mass for the sideband region is defined as 12%
of center mass of the resonance Higgs-like signal while the signal region is 6%. Different signal
production mechanisms (WH, ZH, ggH and VBF) were injected, these injected numbers are
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Table 2: Maximum significance for different background rejections from the weak supervised
learning DNN response distribution.

Category Max Significance Background Rejection (%)

1.97 0
3.65 99
2.87 99
1.91 30

Inclusive
METsig > 2.5 GeV; ZH
METsig > 2.5 GeV; WH
Njets ≥ 2 GeV; 60 < mjj < 120 GeV; ZH
Njets ≥ 2; 60 < mjj < 120 GeV; WH 1.88 0
Njets ≥ 2 GeV; ∆ηjj > 2 GeV; mjj > 300 GeV 2.31 90

defined by 2σ, where σ is the statistical uncertainty of the background in the signal region, given
by:

σ =
√
BMW (4)

where BMW represents the number of background events in the mass window region. The
signal region for this mass is defined as 194 < m``γ < 206 GeV whereas the sideband is between
182 < m``γ < 194 GeV and 206 < m``γ < 218 GeV.

Throughout this research, background events in the sideband region will be represented by
sample 1. Sample 2 is made up of the background and the signal in the mass window region.

4. Results
A python API, Keras library with Tensorflow backend [14] was used for DNNs configurations.
DNNs with four hidden layers of 200 nodes each and a single output node have been configured
and implemented for this study. All of the hidden layers of the DNN used ReLu for an activation
function and a sigmoid for the output layer. The input layer consists of 17 neurons, representing
the kinematic features of the dataset. The separation power of the two techniques in conjunction
with DNNs was evaluated using an ROC curve (receiver operating characteristic curve). Figure
2 shows the ROC curves for all the predefined categories with their respective signal injection.
The performance in this case is measured by the area under the curve (AUC). Figure 3 (a)
shows the DNN distribution plot from the weak supervised learning model when tested with
pure signal and background. This is the selected plot for the VBF (Njets ≥ 2 GeV, ∆ηjj > 2
GeV, mjj > 300 GeV) category. This response distribution was further used to calculate the
significance based on background rejection using the following equation:

significance =
S√
S +B

(5)

where S is the number of signal events and B is the number of background events. Significance
in this case can be regarded as the maximum ratio of signal to noise that is produced by the DNN
classifier. The results of this significance are shown in Figure 3(b). The maximum significance
together with the background rejection in terms of percentages are recorded in Table 2 for all
categories. The two categories, inclusive and Njets ≥ 2 GeV; 60 < mjj < 120 GeV, WH show
to have a maximum significant at 0% background and this is due to having no clear separation
between background and signal.

5. Discussion and Conclusion
In this study, we proposed the search for new resonances beyond the standard model using
machine learning techniques, weak supervision and full supervision in particular. These learning
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Figure 2: ROC curves showing weak supervising learning and full supervised learning results.
Training and testing represent results for sample 1 and sample 2: (a) Inclusive, (b) Njets ≥ 2
GeV, ∆ηjj > 2 GeV, mjj > 300 GeV, (c) METsig > 2.5 GeV, WH and Njets ≥ 2 GeV,
60 < mjj < 120 GeV, ZH.
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Figure 3: The two plots show the results for the VBF (Njets ≥ 2 GeV, ∆ηjj > 2 GeV ,
mjj > 300 GeV) category: (a) DNN response distribution for the weak supervised learning
model, (b) significance calculated based on background rejection from the response distribution.
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paradigms were used in conjunction with deep neural networks algorithm. The search was done
in the Zγ final state. The performance of the full supervision approach was compared to weak
supervision. ROC curves were used as an evaluation metric to compare the two approaches.
Based on this, it can be seen that the performance of weak supervision is reasonable and depends
on the event configuration (see Figure 2) in comparison to full supervision for all categories. This
is in agreement with the study carried out on the mass point of 105 GeV [2]. The study is used
to setup for search for new phenomena in high-mass final states for the LHC.
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Abstract. The study presents the measurement of purity of Zγ and Z+jet background events
in the search for high-mass Zγ resonances. The study uses events where the Z boson decays
into a pair of oppositely charged√ electrons or muons. The events used consist of 139 fb−1 of
proton-proton collision data at s = 13 TeV, recorded by the ATLAS detector at the CERN’s
Large Hadron Collider. The measured purity of Zγ events depends on the parameter R that
gives the correlation between the isolation and identification criteria for jets faking photons in
the Z+jet events. A data-driven method that uses γγ events collected with the same detector
conditions as the Zγ events is used to determine the value of R in various bins of the photon
transverse momentum. The results are compared against values obtained by computing R using
a Z+jet Monte Carlo sample and a data-driven method that uses Zγ events to estimate R.

1. Introduction
Many theories of physics Beyond the Standard Model, BSM, predict the existence of new high-
mass states that can be observed as experimental signatures at the CERN’s Large Hadron
Collider. One of such models predicts the existence of a heavy scalar boson H which may
participate in the electroweak symmetry breaking or decaying predominantly into a part of
lighter scalar boson, S [1–5].

In collider searches for H decaying into the Zγ final state the dominant background events are
expected to originate the production of non-resonant Zγ events and the subleading background
contribution from the production of a Z boson in association with jets. The Z boson decays
into a pair of leptons, ``, ` = e, µ where e and µ are electron and a muon, respectively. In the
Zγ events, the photon candidate is a prompt photon, which is characterised by a narrow energy
cluster in the electromagnetic calorimeter and it is usually well isolated from hadronic activity.
In the Z+jet background events, one jet is misidentified as a photon. The misidentified photon
candidate is mainly from the decay of neutral meson, typically a π0, carrying a large fraction of
the initial parton energy and producing an energy cluster in the electromagnetic calorimeter. The
produced energy cluster has non-negligible leakage in the hadronic calorimeter. It is not isolated
from hadronic activity as other particles in the same jet deposit energy in the calorimeters near
the photon candidate. The photon isolation and identification, ID, variables can therefore be
used to estimate the contributions of Zγ and Z+jet events in the collected Zγ data.
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Figure 1. Definition of the ABCD regions based on photon ID and isolation.

The composition of the selected dataset is measured using the data-driven method exploited
in the Run 1 SM h → Zγ (2D-sideband method) with prompt photons in the final state [6]
and where h is the SM Higgs boson. The total background yields a smooth Zγ invariant mass
distribution which can be described by an analytic function. Knowledge of the background
composition is very important in performing spurious signal studies, where the bias on the
signal yield caused by choice of a particular background function is quantified [7].

1.1. Data-driven background composition estimation with the 2D-sideband method
The 2D-sideband is a counting method that relies on the definition of a two dimensional plane,
as shown in Fig 1.1, based on the isolation and identification variables of the prompt photon
candidate of the selected ``γ triplet [7]. One region (A) with enhanced Zγ contribution and
three control regions (B,C, D) enriched with Z+jet events are defined in this plane as follows:

• Tight and isolated region (A): the photon candidates are well isolated from hadronic activity
and pass the tight selection criteria.

• Tight but non-isolated region (B): the photon candidates are not isolated from the hadronic
activity but pass the tight selection criteria.

• Non-tight, isolated region (C): the photon candidates are isolated from the hadronic activity
(as in region A) but fail the tight identification criteria but pass some looser identification
criteria.

• Non-tight, non-isolated region (D): the photon candidates are non-isolated (as in region B)
and pass the same identification requirements of region C.

These four regions are populated with the events passing all the object selection requirements
of the analysis except the photon identification and isolation requirements. Region A corresponds
to the signal region used in the final measurement.

AThe Zγ yield, NZγ , in region A is estimated from the number of events in data in the four
regions, Ndata

k (k ε {A, B, C, D}), through the relation:

NZγ
A = Ndata

A − (Ndata
B − cBNA

Zγ)
(Ndata

C − cCNA
Zγ)

(Ndata
D − cDNA

Zγ)
RZj , (1)

where ck ≡
NZγ
k

NZγ
A

are signal leakage fractions that are extracted from the simulated Zγ sample

and:

RZj ≡
NZj
A NZj

D

NZj
B NZj

C

, (2)
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(a) (b)

Figure 2. (a) Definition of the EF regions to directly obtain RZj directly from data. (b)
Definition of the 16 regions used in the 2×2D-sideband method of estimating purity of γγ
events.

quantifies the correlation between the isolation and identification variables for the jets faking
photons in Z+jet events (RZj = 1 in the case of vanishing correlations). The correlation
parameter cannot be measured directly from data since it requires background events to fall
into the signal region. The parameter RZj can be obtained from the Z+jet full Monte Carlo,
MC, simulated sample, to validate the obtained value of RZj , data-driven methods are devised.

2. Methodology
2.1. Data-driven estimation of R using Z + γ events
The RZJ is estimated by defining two new non-isolated regions called region ”E” and region ”F”,
as illustrated in Fig. 2(a). The region E is extra tight, while region F is extra loose as compared
to region D. These two regions are defined so that the RZj from Eq. 2 can be estimated directly
from data instead of MC, Eq. 2 becomes Eq. 3:

Rdata,Zγ =
NB

data
−ENF

data

Ndata
D−FN

data
E

. (3)

The following event selection was used to select Zγ events used in the estimation of Rdata,Zγ .
The reconstructed ``γ system is required to have an invariant mass greater than 130 GeV and
less than 2500 GeV. The invariant mass of the reconstructed `` candidates is required to be
within 15 GeV of the Z boson pole mass. The photon candidate is required to have a minimum
pT of 40 GeV. The tight photon identification and the FixedCutLoose isolation requirements
were used for the identification and isolation requirements [8].

A sample of Z+jet events was simulated at next-to-leading order, NLO, in quantum
chromodynamics using Powheg [9] showered with Pythia8 [10] event generators. The
CT10 [11] parton distribution function, PDF, set was in the matrix element. To model the
non-pertubative effects, the AZNLO set of tuned parameters [12] alongside the CTEQ6L1 PDF
set [13] are used. The MC sample will be used to compute RZj , as per Eq. 2. The event selection
used to select Zγ events was used in selecting the Z+jet events.

2.2. Data-driven estimation of R using γγ events
To verify the accuracy of the purity computed with Rdata,Zγ estimated with Eq. 3, a new data
driven method is used. The main idea of the method is to use an X+jet sample, where X is
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a well defined object, in order to estimate R in the same regions as ones used to define RZj in
Eq. 2. A γγ data sample composed of two real photons, 1 real photon and a hadronic jet and two
hadronic jets is used. Each photon candidate is classified as either belonging to a category A, B,
C or D, depending on whether it fails or passes the identification criteria, as shown in Fig. 2(b).
The two candidates are considered sequentially; the 2D-sideband method is first applied to the
photon candidate with a leading photon transverse momentum, pT , to extract events for which
the leading pT candidate is a true photon and then the method is applied to the subleading pT
photon candidate knowing that the leading photon is tightly identified and well isolated. This
results in 16 orthogonal regions ,shown in Fig. 2(b).

A X+ jet sample is formed by fixing either the leading or subleading photon to be well
isolated and passing the tight identification requirement to be X. To obtain the desired X+jet
sample from the γγ data sample, pure γγ events are subtracted from the data sample. The
number of X+jet events in a region of interest is given by:

Ndata
j = Ndata

j −NM.C
j × k − factor, (4)

where j is a region of interest and k−factor = Ndata
AA ×

purit
MC

y
NAA

. The purity of γγ events is computed

using the 2×2D-sideband method used in ATLAS studies [14]. The method performs a data-
driven background evaluation by extrapolating the background from the control regions defined
in the sidebands of isolation and identification variables in which the photons either pass or
fail the Tight ID criteria or fail the isolation selection. The purity of γγ events is computed in
a region where both the leading and subleading photons are well isolated and identified. The
regions used in the 2×2D-sideband method are shown in Fig. 2 (b).

The data driven correlation parameter in a case where the leading pT photon candidate is
classified as being tight and isolated, X = γ, is computed as:

Rγ+jet =
Nγ+jet
AA /Nγ+jet

AB

Nγ+jet
AC /Nγ+jet

AD

. (5)

In the case where the subleading pT photon candidate is selected as X the correlation parameter
is defined as:

Rjet+γ =
N jet+γ
AA /Nγ+jet

BA

Nγ+jet
CA /Nγ+jet

DA

. (6)

The following event selection was used to select γγ events used to compute Rdata,γγ . The
photon pairs are required to have a reconstructed invariant mass between 130 GeV and 2500
GeV. The leading photon is required to have a minimum pT of 40 GeV and the subleading
photon has a minimum pT of 30 GeV. The photon isolation and identification requirements are
the same as the ones used for Zγ events.

3. Results
The values of R obtained using the data-driven Zγ method and the Z+jet MC are summarised
in Table 1. The obtained values of Rdata,γγ will depend on whether leading or subleading photon
in the γγ data sample was selected as X when forming a X+jet sample. To eliminate potential
bias on the selection of X will be done at random. Figure. 3 (a) shows purities obtained when
the leading photon is selected as X (X+jet), the subleading photon selected as X (jet+X) and
when the selection between either photon is done randomly. It is noted that the γγ purity
obtained when the X candidate is selected at random is the same as the average between X+jet
and jet+X purities. The purity obtained by selection X at random is used to compute values
of Rdata,γγ .

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 111



Table 1. Estimated values of R obtained using the data-driven ABCDEF method, MC Z+jet
events and the data-driven γγ events.

pγT bin [GeV] Rdata,Zγ RZj(Z+jet MC) Rdata,γγ

1.36 ± 0.03 1.30 ± 0.04 1.80± 0.0440 ≤ pT < 80
80 ≤ pT < 120 1.21 ± 0.06 1.55 ± 0.13 1.99 ± 0.08
120 ≤ pT < 160 1.28 ± 0.11 1.70 ± 0.27 1.96 ± 0.13

1.53 ± 0.16 1.96 ± 0.44 1.88± 0.2460 ≤ pT < 250
pT > 250 1.27 ± 0.20 1.60 ± 0.52 2.03± 0.13
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Figure 3. (a) di-photon purity at different photon pT bins. (b) The R parameter computed
using the central value of γγ purity ± the statistical uncertainty of the purity.

The measured purity of γγ events has a significant impact of the computed value of Rdata,γγ .
Fig. 3(b) shows the values of Rdata,γγ using the central values of the γγ purity, lower and upper
values of purity. The lower and upper values of the γγ purity are obtained by subtracting or
adding the statistical uncertainty of γγ purity from the central value. The largest difference
between R values computed using the central of purity and the values computed using lower
and upper values is propagated as the systematic uncertainty of Rdata,γγ . The Rdata,γγ values
obtained using the γγ events are summarised in Table 1. The reported uncertainties of Rdata,γγ

consist of the statistical uncertainty and the systematic uncertainty.
The comparison between R values obtained using the three different samples is shown in

Figure 4 (a). In the low mass region, where the photon pT is less than 80 GeV, the R value
computed with the e Z+jet MC is much closer to the one computed using the ABCDEF method.
As the photon pT increases, going to higher Zγ masses, the R value computed with the Z+jet
MC gets closer to R computed with the γγ data-driven method.

The comparison of the purity in each photon pT bin using the different methods of computing
R is shown in Figure 4 (b). It can be seen that value of R used does not impact the measured
purity that much. It can be seen that as the photon pT increases the value of purity obtained
using the γγ data-driven method gets closer to the value obtained using R from the MC.

4. Conclusions
The background decomposition study in search for Zγ events that can decay from a potential
heavy scalar resonance has been performed. The purity of Zγ events in data was measured using
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Figure 4. (a) Computed R values in different photon pT bins.(b) The observed Zγ purity using
R values computed using the different methods in different photon pT bins.

R computed with a data-driven method that uses γγ events, a data-driven method that uses Zγ
events and Z+jet MC. It was observed that the purity obtained using RZj computed with the
Z+jet MC and Rdata,Zγ to be comparatively the same for photons with pT less than 80 GeV.
As the photon pT increases above 80 GeV the purity of Zγ measured with RZj obtained with
the Z+jet MC gets closer to the purity calculated with Rdata,γγ obtained from the data-driven
γγ method. The three methods of estimating R resulted in the measured Zγ that is relatively
the same, except for the minor differences highlighted above.
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Abstract. This study presents a search for high-mass resonances in the Zγ final states. The
search is performed using the Monte Carlo simulated signal samples of mass from 200 GeV up
to 5 TeV, corresponding to an integrated luminosity of 139 fb−1 dataset recorded by the ATLAS
experiment in proton-proton collisions during the LHC Run 2. Only the leptonic decay of the
Z boson to a lepton-antilepton pair µ+µ− is considered. The analysis search for a localized
excess in the invariant mass distribution of reconstructed final state over a smoothly-falling
background emanating from Standard Model processes. The characterization of signal shape
for the mass spectrum from gluon fusion production mode is modelled by a double-sided crystal
ball function form and the background shape modelling is performed using analytic functions
of different orders. The systematic uncertainties are incorporated, which arise from several
experimantal sources and on the possible bias (spurious signal) on the fitted signal yield due to
the choice of background function.

1. Introduction
The discovery of new boson consistent with the Standard Model (SM) Higgs Boson h by the
ATLAS and CMS experiments [1,2] at the Large Hadron Collider (LHC) opened a wide range of
research focus to studying the nature of the Higgs boson and allows to investigate a wide scope
of physical phenomena. This includes theoretical modelling of Higgs boson production processes
and searches for physics Beyond the Standard Model (BSM) which might be discovered with
large dataset from the LHC.

A 2HDM+S model, where S is a singlet scalar, was used in Ref. [3,4] to explain some features
of the Run 1 LHC data. Here the heavy scalar, H, decays predominantly into SS, Sh, where h
is the SM Higgs boson. The model predicts the emergence of multi-lepton anomalies that have
been verified in Refs. [5–8], where a possible candidate of S has been reported in Ref. [9]. The
model can further elaborate on multiple anomalies in astro-physics if it is complemented by a
candidate of a Dark matter [10]. It can be easily extended [11] to account for the muon g − 2
anomaly (see Ref. [12] for a review of anomalies). This further motivates searches for heavy
resonances decaying into Zγ.

The study aims at developing a search for high-mass Zγ resonances of mass from 200 GeV up
to 5 TeV. Here we consider a hypothetical heavy scalar H decaying to Zγ (H→ Zγ) as shown in
Fig. 1, where only events in which the Z boson decays to di-electrons or di-muons are used. The
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Figure 1: A schematic Feynman diagram of the decay of a heavy scalar H.

Zγ channel is considered because a Higgs like boson (H) can have relatively higher possibility
of decaying into a Zγ final state in comparisons with the di-photon final state. In addition,
its vertex is well reconstructed than di-photon events, hence making it possible to search for
excesses.

However, the resonances which are searched for can not be easily extracted since they are
overlayed by background processes with simillar signatures. These backgrounds originate from
non-resonant Zγ events, either from initial state radiation (diboson production in the t, u
channels), from final-state-radiation in radiative Z boson decays (Z → ``γ) or from parton-
to-photon fragmentation. Furthermore, the production of a Z boson in association with jets,
followed by a Z → `` decay and misidentification of a jet as a photon also form part of the
background. For other backgrounds, the contribution from tt̄ and W/Z are expected to be much
smaller and thus they are neglected.

For this study, it is therefore imperative to understand well, the yield of both signal and
background events. In order to achieve this, the signal and background modelling is performed
using the Double Sided Crystal Ball function (DSCB) and analytic functional forms of a different
order, respectively. Systematic uncertainties are also included to account for possible residual
mismodelling effects. The study is focusing on the di-muon channel as the first part of the actual
full analysis.

2. Signal and Background samples
The Monte Carlo (MC) samples of Z → µ+µ− used in this analysis correspond to 2015-
18 data condition. These samples are generated using a next-to-leading order (NLO) MC
generator Powheg [13] interfaced to the Pythia8 parton shower model [14], with the CT10
parton distribution functions (PDFs) in the matrix element [15]. The AZNLO set of tuned
parameters [16] was used in conjunction with CTEQ6L1 PDF set [17] for modelling of non-
perturbative effects. The background samples are generated from full simulated Zγ with
Sherpa [18,19], and Z+jet events obtained through data-driven method by reversing one photon
(2D-sideband method) [20].

2.1. Event selection
For this analysis we select photon and muon candidates [18, 21]. The preselected photons are
required to have transverse momentum above 15 GeV and those reconstructed within regions
of the calorimeter affected by read-out or high-voltage failures are rejected (loose identification
requirement). After preselection of photons, the following strigent selections are required:

• Isolation from hadronic activity using “FixedCutLoose” working point. It is based on the
energy in a cone and defined as: ET

iso|∆R=0.2 < 0.065× pT GeV (calorimeter isolation) and
pT
iso|Rmax=0.2 < 0.05× pT GeV (track isolation).

• The relative photon pT over m``γ is required to be over 0.27 GeV.

The di-lepton mass is required to be 76.18 < m`` < 106.18 GeV.
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Figure 2: The Double-Sided Crystal Ball function definition.
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Figure 3: Results of individual fit of DSCB parameters.

3. Signal parameterisation
Characterisation of the Zγ invariant mass distribution for high mass resonances is found to be
well modelled with a Double-Sided Crystal Ball function (DSCB). The shape and parameters
definition of DSCB are shown in Fig. 2.

The DCSB function consists of a core Gaussian with power-law tails on both sides of the
mode of the distribution. It is defined as:

N.


e−t

2/2, if − αLo ≤ t ≤ αHi
e0.5α

2
Lo

[
n

αLo

Lo
(
n

αLo

Lo
−αLo−t)]nLo

, if t < −αLo
e0.5α

2
Hi

[
αHi
nHi

(
n

αHi

Hi
−αHi+t)]nHi

, if t > −αHi,

(1)

where t = ∆mx/σCB, ∆mx = mx−µCB, N is the normalisation parameter, µCB is the peak
of the Gaussian distribution, σCB represents the width of Gaussian part of the function, while
αLo(αHi) is the point where the Gaussian becomes a power-law on low (high) mass side and
nLo(nHi) is the exponent of the power-law. The results of the DSCB fits are shown in Fig. 3 for
signal mass points mX = 200 GeV and 1000 GeV.
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4. Background modelling
To estimate the background functional shape, a background template is required which consists
of the Zγ and Z+jet processes [22]. The template is prepared by combining the background
using MC normalised to 90% of data in the signal region (Zγ events) and 10% of reverse photon
identification data in the control region (Z+jet events) [20]. Here we use the template to find
the suitable function to describe background in the data, which gives a small bias on the signal
yield (spurious signal) compared to the expected uncertainty from the background fluctuations.
The bias over its uncertainity (S/δS) is expected to be less than 50%.

4.1. Spurious signal
The spurious signal, caused by the choice of a particular background parameterisation is
evaluated by fitting a high statistics background sample (template) with a signal plus background
model [22]. A scan (20 GeV step) of the existence of fake signal is performed across the mX

window (200 GeV-5000 GeV). Functional forms of different order, of up to third order exponential
polynominal are used for modelling:

fk(x; b, ak) = (1− x)bxΣj
k
=0aj log(x)j , (2)

where x =
m√``γ
s

, k = 0, 1, 2 noted as FK0, FK1 and FK2, respectively, and the b parameter

is usually set either to 1/3. Figure 4 (left) shows a mass spectrum of a three-body invariant
mass distribution (m``γ), of up to 5000 GeV fitted with signal plus background model. Figure 4
(right) shows the maximum ratio of fitted spurious signal yield to its uncertainty.

5. Systematic uncertainty
5.1. Systematic uncertainty on the signal m``γ distribution
The systematic uncertainties due to the modelling of the signal invariant mass distribution,
have been estimated. For the invariant mass of Zγ system, the main sources of systematic
uncertainties on signal modelling are e/γ resolution, e/γ energy scale, muon momentum scale
or resolution variations.

For the simulated signal MC samples used in this study, the m``γ distribution is recomputed
after varying the former uncertainty sources by ±1σ, where σ is its uncertainty provided by the
Muon Combined Performance Working Group (MCP). Systematic uncertainties on the mass
position and mass resolution are summarized in Tables 1 and 2, respectively.
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Table 1: Summary of systematic uncertainty on signal position (µCB).

Source Uncertainty on Signal position (%)

e/γ energy scale (all) (0.38,-0.38)

(0.00, 0.00)
(0.00, 0.00)

Muon sagitta resolution bias
Muon sagitta angle (ρ)
Muon scale (-0.05,0.05)

Table 2: Summary of systematic uncertainty on signal resolution (σCB).

Source Uncertainty on Signal resolution (%)

e/γ energy resolution (all) (2.06,-1.43)

( 3.35,-2.89)Muon inner detector
Muon spectrometer (2.25,-3.86)

5.2. Systematic uncertainty on the signal efficiency
Table 3 summarizes the systematic uncertainty on the signal efficiency, which is estimated by
varying the trigger, reconstruction, isolation and identification scale factors of the leptons by
±1σ. The dominant uncertainty is from muon reconstruction efficiency. There is pT-dependent
systematic taking into account the extrapolation of the Z efficiency measurements towards very
high pT. According to the MCP, the increase in uncertainty may well be compatible with
expectations, depending on the campaign and the kinematics of the events looked at. However,
this is not considered a limiting factor for the analysis.

Table 3: Summary of systematic uncertainty on signal efficiencies for µµ channel.

Source Uncertainty on Signal efficiency (%)

Muon isolation efficiency (stat.)
Muon isolation efficiency (sys.)
Muon reconstruction efficiency (stat.)
Muon reconstruction efficiency (sys.)
Muon reconstruction efficiency (stat. lowpt)
Muon reconstruction efficiency (sys. lowpt)
Muon efficiency (ttva stat.)
Muon efficiency (ttva sys.)
Muon efficiency (trig. stat. uncertainty)
Muon efficiency (trig. sys. uncertainty)

(0.59, -0.59)
(0.45,-0.39)
(0.13, -0.13)

(15.86,-15.76)
(0.03,-0.04)
(0.05, -0.05)
(0.14, -0.13)
(0.15, -0.14)
(0.00, 0.00)
(0.00, 0.00)

(0.75, -0.75)
(1.33, -1.33)

Photon ID efficiency uncertainty
Photon isolation efficiency uncertainty
Photon trigger efficiency uncertainty (0.00, 0.00)

Pile-up (0.99, -1.76)
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6. Conclusion
The aim of this study was to search for high-mass Zγ resonances in 200-5000 GeV mass range,
using the Monte Carlo simulated signal samples corresponding to an integrated luminosity of
139 fb−1 dataset recorded by the ATLAS experiment in proton-proton collisions during the LHC
Run 2. The signal and background modelling have been performed using Double Sided Crystal
Ball function and functional forms of up to third order exponential polynominal, respectively.
The systematic uncertainties which arise from several experimental sources have been estimated
as well as on the possible bias (spurious signal) on the fitted signal yield due to the choice
of background function. The analysis is ongoing and aiming at setting up the statistical
interpretation.
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Abstract. Power Electronics used in high-energy physics experiments at the Large Hadron
Collider more specifically the ATLAS detector, are custom built and have to work reliably in the
presence of ionizing radiation and an ever present magnetic field. In many such applications,
owing to cost constraints, components that are radiation-hard by design are often used for such
systems. Moreover, design complexity, verification effort, and scalability issues in centralized
structures can impede performance improvement in monolithic designs. We demonstrate the
steps followed for upgrading and re-designing a radiation tolerant low voltage power supply for a
large scale operation and the considerations made for such a design. This includes measurements
taken at component level, system level, and radiation tests done using the newly upgraded low
voltage power supply. The upgraded low voltage power supplies will power the next generation
of Front-End electronics of the Tile calormeter in HL-LHC era.

1. Introduction
The Large Hadron Collider accelerator at CERN [1], will be upgraded to deliver an instantaneous
luminosity up to 7.5 x 1034 cm−2 s1. The increase in integrated luminosity will correspond to
an average of 200 simultaneous proton-proton interactions per bunch crossing. The ATLAS
TileCal which covers the central region of the ATLAS experiment is a sampling calorimeter
using iron as the absorber and plastic scintillator as the active material and divided longitudinally
into three cylindrical barrels. The partition scheme of the barrels consists of two central long
barrel segments and shorter extended barrel segments at each end [1, 2]. Each partition is
comprised of 64 wedge-shaped segment modules. The Phase-II upgrade program of the TileCal
system aims to satisfy the HL-LHC requirements and will be compatible with the new Trigger
Data AQuisition (TDAQ) architecture, able to transfer full data to the off-detector electronics
optically at 40 MHz [1]. The Tile Calorimeter front-end electronics (drawers) are powered by
256 LVBOXes. Each LVBOX contains eight 200W DC/DC single-output modules transforming
200 VDC input into +10V low voltage output. Each LVBOX is water cooled, contains
the so called ELMB Motherboard, ELMB module, the 200 VDC distribution Fuse-Board,
intergrated cable set for connections, and chassis. The ELMB incorporates CAN Bus protocol for
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Figure 1: Upgraded TileCal readout architecture [2].

communication. It enables to monitor behavioural parameters of each DC/DC buck convertor,
such as Iin, Iout, Vin, Vout, two on board temperatures. In order to evaluate the new readout
architecture and the technology choices of the implementation, completely new on-detector and
off-detector electronics are being developed, aiming to compensate for increased trigger rates
and high-performance data acquisition.

2. Power and readout architecture
The low voltage power distribution system for TileCal provides power to the front-end electronics
that reside on-detector as seen in figure 1. It is a three-stage power system. The bulk +200
VDC power supplies will be sourced in USA15, and distributed to the low voltage power supplies
(LVPS) that reside inside ”finger” of each module, just outside of each electronics drawer. These
low voltage power supplies are also called ”finger low voltage power supplies,” (fLVPS). The
fLVPS uses switching ”Buck Converter” technology to convert the high voltage, low current
power provided from the bulk source, into the low voltages required by the various sub circuits
in the upgraded front-end electronics. The use of switching technology improves the efficiency of
the power conversion, as opposed to the use of linear supplies. Upgraded fLVPS units will utilize
identical LVPS bricks. Each of the new bricks produces +10 VDC as output. This is distributed
to the front-end circuits, and the power is converted again using point-of-load (POL) regulators
to the voltage levels needed by the local circuits. The interface in the fLVPS utilizes the ELMB,
which is a standard for slow controls in ATLAS. The second part of the control system is based
on the sub-system of small power supplies, called the AUXBoard which are placed in USA15
as bulk 200V DC power supplies. There is one AUXBoard for four fLVPS. New aspects of the
upgrade design is to improve the performance, and adapt to the new requirements and interfaces
of the upgrade. In the present system, the eight bricks that reside in the fLVPS supplies each
provide power for specific circuitry in the drawer. They all use the same basic design, but are
configured for the circuitry that they service, resulting in eight different types. In the new
design, all eight bricks have the same specifications and performance requirements.

3. Functional description and specification of power supply
The basic topology of the brick is a transformer-coupled buck converter as used in the previous
designs. The LVPS is centered around the LT1681 [4] controller chip with its dual transistor
forward convertor (see figure 2) able to produce the drive pulse at the frequency of 300 KHz
with an output duty factor that can vary from a few percent up to a maximum of 45%. The
pulse width is controlled by a feedback circuit based on the values of the output voltage of the
brick. This input permits us to ensure continuous-mode operation at the nominal voltages and
currents. The signal from the LT1681 is sent to the Metal Oxide Semiconductor Field Effect
Transistors (MOSFETs) drivers [2,3,5]. These are transistor drivers that have sufficient current
and voltage drive, to drive the high-side and low-side power.
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Figure 2: LVPS block diagram control system illustrating the LT1681 forward controller
operating at 300 kHz [2] (Left) and University of the Witwatersrand low voltage power supply
brick (right).

Both the high-side and low-side transistors turn on for the duration that the output clock
is in the high state, and both are in the off state when the clock is low. When the MOSFETs
conduct, current flows through the primary windings of the transformer, which transfers energy
to the secondary windings. A buck converter [2, 3] is implemented on the secondary side of the
transformer and converts the signal to a constant voltage for the output. The output side also
contains an additional LC (Inductor and Capacitor) stage for noise filtering. Voltage feedback,
for controlling the output voltage, is provided by the opto-isolators [5]. This component processes
the electrical signal converting it into digital signal at the input stage and transmitting it through
pulsed light signal to the output, where it is converted back to an electrical analog signal. The
signal is transmitted maintaining the input and output electrically insulated from each other.
The design also incorporates two shunt resistors for measuring the output current, the voltage
for which is also fed back using an opto-isolator.

The brick has three types of built-in protection circuitry as part of the design, namely the
over voltage protection (OVP), over current protection (OCP) which are on the primary side.
The third protection circuitry is the over temperature protection (OTP), which monitors the
temperatures of the low-side transistor on the primary side. This circuit is integrated in the
LT1681 design. When one protection circuit is triggered an ‘off’ signal is sent to the LT1681
which stops the brick immediately. The ELMB inside the LVBOX is used for digitization of
monitored values from the bricks and ELMB send them via CANBUS to DCS. In particular,
the ELMB monitors two temperatures on the primary side of the brick both close to the input
of over temperature protection of the LT1681 and the output values.

The Printed Circuit Board (PCB) layout is a 6 layer board with dimensions of 80.26 mm by
80.26 mm and has mounting holes for attachment to the cooling plate inside the LVPS box.
A shielded transformer following our custom specifications is used to step down an alternating
high voltage produced from the forward controller to a lower an alternating voltage for DC-DC
regulation. Ceramic cylinders made from Aluminium Oxide, called thermal posts, are used to
transfer heat from brick components to the cooling plate. The metallized cylinders have one
metallized face, which will be in contact with the pad of the switches and diodes on the PCB.
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Parameter Value
2.3 A
12.5 V
7 A

Threshold for Stable Load
Over Voltage Protection
Over current Protection
Duty Cycle at Nominal Load
Frequency at Nominal Load
Efficiency at Nominal Load

> 45 %
300 kHz
75 %
0.2 AInput Current at Nominal Load

Over Temperature Protection 72 ◦C

Table 1: Specification parameters used to ensure uniformity of individual bricks in the test
station software.

4. Improvements on the latest LVPS brick
The primary goals are to improve noise performance, reliability, and tolerance to Total Ionizing
Dose (TID), Neutron Ionizing Event Loss (NIELs), single-event upset (SEU), while retaining
the physical layout, interface to the detector control system, and other infrastructure.

4.1. Real-time monitoring of Low Voltage Power Supply
The brick measures six analog signals and sends them to the ELMB motherboard, which includes
input voltage and current, output voltage and current, and the temperature readings from two
points on the brick (primary and secondary side switches), measured using thermistors. Custom
PC based software was synthesized to perform and monitor the LVPS brick and the tests are
graphically displayed and recorded onto file these [4]. Testing ensures that LVPS bricks meet
the criteria listed in Table 1. The feasibility of the design regarding the electrical parameters
of specification was verified using a test-station [5] that was assembled at the University of
the Witwatersrand. Various tests determine whether the protection circuitry of the LVPS is
functioning correctly. Built-in protection circuitry are assessed for over current protection (at
10.5 A) and over temperature protection (at 70◦C), in addition over voltage protection (at 12 V).

4.2. Thermal Management
In the upgraded design the ceramic posts utilize the same material which is the Aluminum
Oxide (Al2O3) material to provide thermal coupling. The ceramic posts provide sufficient heat
dissipation and can be seen from the two dimensional temperature maps of a +10 V brick
operating at 2.3A which are shown in Figure 3, the old version of the power supply which
had significantly lower efficiency MOSFET (left) and new upgraded version with high efficiency
MOSFETs (right). Even if the obtained improvement are clear, there are two zones, where the
location of the converter LT1681 and the location of the FET driver, that still show a very high
temperature during operation. For this reason, these chips at the bottom side are coupled to
the plate with the application of the Bergquist gap-pad for further reduction of the temperature
to the two critical components responsible for heat generation of the power supply.

4.3. Radiation test results
Extensive radiation test campaigns have been on going for close to 5 years. We mostly attempt
in finding candidates with acceptable degradation with Total Ionizing Dose (TID) and Neutron
Ionizing event loss (NIELs). The Cobalt-60 gamma tests were performed at the CC60 facility
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Figure 3: Two dimensional temperature maps of a + 10 V brick operating at 2.3 A with thermal
coupling with Aluminum Oxide thermal coupling. These maps have been obtained with the
application of a Bergquist gap-pad on the LT1681 and FET drivers. Thermal reading of the
previous 8.1.0 version of the power supply (left) and the Thermal reading of current 8.4.2 version
of the power supply (right).

at CERN. All irradiation sessions were performed with a dose rate of 3.75 Gy/hr. We placed
the test set up (the power supplies and interface PCBs) at about approximately 75 cm from the
CC60 source to ensure we receive a maximum dose close to 500 Gy at the center.There were no
hard failures of bricks during the TID irradiation study. No transient event phenomena occurred
during gamma irradiation, in the power supplies. All the bricks were running and monitored
during up to end of the tests with only an output voltage drop of 1 mV/Gy. Since the accepted
range of output voltage is 8 to 12 V from the point of load regulators, this drop is completely
acceptable due to wide range of input voltage for our front end electronics. Parameters showed
expected behaviour as a function of time for output voltage as shown in (Figure 4) and the
output current in (Figure 4) both over a 12 hour duration.

5. Overall performance and reliability analysis
The overall performance of the tested low voltage power supplies must meet the stringent
specifications of the ATLAS Phase-II LVPS project. Testing is based on two testing stations,
both followed by debug and repair sessions. The sessions address protection and monitor circuits
and are separated by the burn-in which aims at having the bricks working under stress conditions.
At the end of the checkout procedure all the bricks must match the design parameters within the
allowed ranges before checkout. Quality control testing at Wits University is ongoing and test
benches are operable. The LVPS prototype guarantees over 80.5% efficiency at 2.3 A nominal
load and +10V input and able to withstand harsh environments from the overall design.

6. Summary and Outlook
We have built and tested the LVPS bricks which are manufactured in South Africa and tested
at Wits University. The reliability and stability of the system has been visibly improved with
respect to the previous prototype produced at Wits University with key improvements being
the thermal management and slow deviations of the monitored voltages. The project is well
on track. More improvements are expected with the final design to include a decrease in clock
jitter and stability in output noise and in the clock frequency. Expectedly, no gamma radiation
related malfunctioning was detected. The LVPS progress of the ATLAS TileCal have been
presented in several meetings and reviews. Further analysis of the LVPS bricks can be used to
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Figure 4: Output Current (A) and output voltage (V) of the LVPS monitored during irradiation
testing at the CC60 facility.

gain detailed insight in what causes variations in detector response. Once a brick passes the
Quality Assurance tests it will be sent to CERN for installation inside an LVBOX.
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Abstract. Search for the presence of a new heavy resonance produced via gluon-gluon fusion
and decaying to the four-lepton (4`) final state, in association with missing transv√ erse energy
(ET

miss), with ` = e, µ. The search uses 2015–2018 proton-proton collision data at s = 13 TeV,
corresponding to an integrated luminosity of 139 fb−1, collected by the ATLAS detector at the
Large Hadron Collider at CERN. The data is interpreted in terms of two models, firstly the
R → SH → 4` + ET

miss, where R is a scalar boson, which decays to two lighter scalar bosons
(S and H). The S decays to a pair of neutrinos (ET

miss) and the H decays into 4`, through ZZ
bosons. The second model is the A→ Z(νν)H(ZZ) → 4`+ET

miss, where A is considered to be
a CP-odd scalar which decays to a CP-even scalar H and the Z boson. The Z boson decays
to a pair of neutrinos, and the H decays to the 4` final state. The discovery of the Standard
Model (SM) Higgs boson imposes questions as to whether there is physics beyond the SM or
not. The 4` and the rich ET

miss on the final states, give rise to activities of physics beyond the
SM in which we investigate in this search.

1. Introduction
In 2012, two of the Large Hadron Collider (LHC) experiments, A Toroidal LHC ApparatuS
(ATLAS) and the Compact Muon Solenoid (CMS), independently led to the discovery of the
Higgs boson [1, 2]. Its properties are compatible with the Standard Model (SM) Higgs boson.
Many studies have been conducted, towards understanding the Higgs boson’s properties and
couplings to SM particles. Studies are being conducted beyond the SM (BSM), in search
for new scalars which may participate in electroweak symmetry breaking. ATLAS and CMS
collaborations are actively conducting these searches in various channels. This study is an effort
to search for a heavy scalar in the four-lepton (4`, where ` = e, µ) final state in association
with missing transverse energy (ET

miss). The study is highly motivated by the multi-lepton
anomalies observed at the LHC and one possible interpretation is the existence of a new
scalar [3, 4]. The search focuses on the high mass region of the heavy bosons where the 4`
invariant mass (m4`) is greater than 200 GeV. The data is interpreted in terms of two models,
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Figure 1: The Feynman diagrams for the R → SH → 4` + Emiss
T model (left) and the

A→ Z(νν)H(ZZ)→ 4`+ Emiss
T model (right).

Table 1: Summary of MC generators used to model signal and background processes, accuracy
in Quantum ChromoDynamics (QCD) and the Parton Distribution Function (PDF) set.

Process Generator QCD accuracy Tune and PDF set
R→ SH → 4`+ Emiss

T

A→ Z(νν)H(ZZ)→ 4`+ Emiss
T

qq̄ → ZZ∗

gg → ZZ∗

qq̄ → ZZ∗ (EW)
ZZZ(4`2ν, 6`0ν)
WZZ(5`1ν)
WWZ(4`2ν)
tt̄V (V = W/Z)
tt̄
WZ → 3`1ν

Pythia8 [7]
MadGraph5+Pythia8 [7, 8]

Sherpa+MePs [9, 10]
Sherpa+OpenLoops [9, 12]

Sherpa [9, 10]
Sherpa [9, 10]
Sherpa [9, 10]
Sherpa [9, 10]

MadGraph5+Pythia8 [7, 8]
Powheg-Box+Pythia8 [7, 13]
Powheg-Box+Pythia8 [7, 13]

NLO
NLO

NLO (0- and 1-jet), LO (2- and 3-jet)
LO (0- and 1-jet)

LO
NNLO
NNLO
NNLO

LO
NNLO+NNLO

NNLO
Z+Jets Sherpa+Comix+OpenLoops+MePs [9, 10] NLO (0- and 2-jet), LO (3- and 4-jet)

A14 NNPDF23LO
A14 NNPDF23LO

NNPDF30NNLO [11]
NNPDF30NNLO [11]
NNPDF30NNLO [11]
NNPDF30NNLO [11]
NNPDF30NNLO [11]
NNPDF30NNLO [11]

A14 NNPDF23LO
A14 NNPDF23LO

CT10NLO, AZNLOCTEQ6L1 [11]
NNPDF30NNLO [11]

the R → SH → 4` + Emiss
T [3] and the A → Z(νν)H(ZZ) → 4` + Emiss

T [3, 5, 6] models,
where heavy resonances are produced via gluon-gluon fusion. Figure 1 (left) represents the
R → SH → 4` + ET

miss, where R is a scalar boson that decays to two lighter scalar bosons,
S and H. The mass of S is fixed to 160 GeV and S decays to the SM neutrinos (ET

miss). The
scalar H, decays to a pair of Z bosons, which further decays into 4`. To further explore regions
with jet activities in the Two-Higgs-doublet scenario, the A → Z(νν)H(ZZ) → 4` + Emiss

T
model is introduced. Figure 1 (right) depicts the A → Z(νν)H(ZZ) → 4` + Emiss

T model,
where A is a CP-odd scalar which decays to a CP-even scalar H and a Z boson. The Z
boson decays to neutrinos and the H decays to a pair of Z b √osons, which further decay to
4`. The search uses 2015–2018 proton-proton collision data at s = 13 TeV corresponding
to an integrated luminosity of 139 fb−1. Signal and background samples are simulated using
Monte Carlo (MC) generators according to ATLAS detector configurations. Table 1 summarises
the MC generators for signal and background processes and PDF sets used in both signal and
background simulation. MC samples are used in the signal optimisation, signal and background
parametrisation, to estimate the systematic uncertainties and statistics.

2. Object and event selection
This study requires four charged leptons in the final state and the missing transverse momentum.
Table 2 summarises the object requirements and event selection. Electrons are reconstructed by
matching the Inner Detector (ID) track to a cluster of energy in the electromagnetic calorimeter.
The final track-cluster matching is performed after the tracks have been fitted with a Gaussian-
sum filter to account for bremsstrahlung energy losses. The reconstruction of muons requires the
matching of the track in the muon spectrometer (MS) to the track in the ID. If a complete track
is present in both the MS and ID, the matching is performed through a global fit. The fit uses
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Table 2: Summary of physics objects and event selection requirements. The lepton pairs are
given by m12 and m34.

Physics Objects
ELECTRONS

Loose likelihood criteria applied for electrons with track hit in innermost layer, ET > 7 GeV and |η| < 2.47
Constraint of the interaction point is: |z0 · sin θ| < 0.5 mm (if track of ID is present)

MUONS

Candidate reconstruction with ”loose” identification for pT > 5 GeV and |η| < 2.7
Calo-tagged muons with pT > 15 GeV and |η| < 0.1, segment-tagged muons with |η| < 0.1

Stand-alone and forward ID tracklets restricted to the 2.5 < |η| < 2.7 region
Muon candidates with pT > 5 GeV for combined, stand-alone (with ID hits) and segment-tagged muons.
Constraint of the interaction point is: |d0| < 1 mm and |z0 · sin θ| < 0.5 mm (if track of ID is present)

JETS

anti-kT jets reconstruction with bad-loose identification, pT > 30 GeV and |η| < 4.5
Require jets with pT < 60 GeV and |η| < 2.4, to pass the pile-up jet

rejection at 92% working point (jet-vertex-tagger score > 0.59)
Require jets with pT < 50 GeV and |η| < 2.5, to pass the forward pile-up

jet rejection at 90% working point
b-TAGGING

A b-tagging weight is applied with the MV2 c10 algorithm [14] to the previously selected jets with |η| < 2.5
OVERLAP REMOVAL

Remove jets within a cone of radius (∆R) < 0.2 of an electron or ∆R < 0.1 of a muon
Event Selection

QUADRUPLET SELECTION

Require at least a single quadruplet of leptons composed of two pairs of the same-flavour
and opposite-charge, fulfilling these requirements:

– pT thresholds for the three leading leptons in the quadruplet should be: 20, 15 and 10 GeV
– Each quadruplet to consist of at most 1 calo-tagged, stand-alone or forward ID muon tracklets

– Require the mass for the leading di-lepton to be: 50 < m12 < 106 GeV
– Require the mass for the sub-leading di-lepton to be: mthreshold < m34 < 115 GeV

– All pairs of leptons in the quadruplet to have ∆R(`, `′) < 0.10 and remove the quadruplet if alternative
same-flavour and opposite-charge di-lepton gives m`` < 5 GeV. Keep all quadruplets passing this selection

ISOLATION

– Remove the contribution from other leptons of the quadruplet
IMPACT PARAMETER SIGNIFICANCE

– Apply impact parameter significance cut to all leptons of the quadruplet
to suppress the background from heavy-flavour hadrons

the hit information from the MS (combined muon) and ID, else the momentum is determined
from the ID, and the MS track segment is used as the identification (segment-tagged muon).
The reconstruction of jets is performed using the anti-kT algorithm with a radius parameter R
= 0.4 [15]. The particle flow (PFlow) objects are used as inputs to the FastJet package [16].
In PFlow, the removal of clusters is based on the expected energy being deposited by tracks
during jet reconstruction. Prior to jet-finding, the topo-cluster pseudorapidity (η) and φ are
recomputed with respect to the primary vertex position rather than the detector origin. Emiss

T

T

is the imbalance of visible momenta in the plane transverse to the beam axis. It is calculated as
the negative sum of the momenta of all identified physics objects (electrons, muons, jets) and the
”soft term”, that accounts for unclassified soft tracks and calorimeter clusters. This study uses
the track-based soft term ET

miss. The combined information from the ID and the calorimeter
is used in reducing the effect of pile-up, which degrades the Emiss performance. The soft term
is calculated using the momentum of the tracks associated with the primary vertex, whereas
the hard objects have their momentum being computed at the calorimeter level, to include the
momentum measurements for neutral particles. After object reconstruction, an overlap-removal
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T

Figure 2: Distribution of the m4` for fitting the CB + G PDF (see text) to (390,220) GeV signal
mass point for the R→ SH → 4`+Emiss model (left). Distribution of the m4` for an analytical
function fit (solid line) to the qqZZ background MC simulation (dots) (right).

procedure is applied to all selected objects to remove ambiguities resulting from objects being
reconstructed by several algorithms.

3. Signal optimisation
After the pre-selection described in Section 2, an additional selection depending on the signal
model is applied, where the optimisation is quantified by the significance (ZSig) formula:

ZSig =
S√
B
, (1)

T

where S and B represent the signal and background events respectively. Both the signal
and the background are considered for m4` > 200 GeV. The optimisation of the signal is
considered for both models with events categorisation. Table 3 summarises the optimal cuts,
their representation and ZSig of each applied cut for the A→ Z(νν)H(ZZ)→ 4`+Emiss model.

T

The combined ZSig is obtained by the quadrature sum of all the categories per model after pre-
selection. The combined ZSig is 4.2σ for the A→ Z(νν)H(ZZ)→ 4`+Emiss model and 6.9σ for
the R→ SH → 4`+Emiss

T model, where a different signal mass point (mA,mH) = (390, 220) GeV
is used for calculating the yields.

Table 3: The expected yields for a signal mass point (mA,mH) = (330, 220) GeV and ZSig

calculated from the MC simulation at an integrated luminosity of 139 fb−1.

Signal qqZZ ggZZ qqZZ(EW ) ttV V V V Z + jets WZ tt̄ ZSig

Pre-selection 60.3±0.1 2492.8±4.4 347.4±0.7 32.7±0.3 38.7±0.5 19.0±0.1 12.2±6.5 5.0±0.3 2.7±0.2 2.5
High-Emiss

T & N c
jets = 0 6.1±0.0 113.1±1.2 27.4±0.2 0.5±0.0 1.2±0.1 7.4±0.1 0.9±0.3 1.9±0.2 0.6±0.1 1.1

Low-Emiss
T & N c

jets = 0 1.8±0.0 174.6±1.1 34.4±0.2 0.5±0.0 0.1±0.0 0.8±0.0 1.8±1.5 0.5±0.1 0.1±0.0 0.3

High-Emiss
T & N c

jets ≥ 1 3.1±0.0 12.4±0.3 2.6±0.1 0.4±0.0 4.0±0.2 4.7±0.1 0.1±0.0 0.7±0.1 0.6±0.1 1.4

Low-Emiss
T & N c

jets ≥ 1 4.6±0.0 42.5±0.5 8.3±0.1 1.2±0.0 1.2±0.1 1.5±0.0 0.1±0.0 0.3±0.1 0.2±0.1 1.4
Nb−jets ≥ 1 9.1±0.1 67.2±0.5 7.9±0.1 2.4±0.1 30.0±0.4 0.6±0.0 0.1±0.0 0.2±0.1 0.9±0.1 1.9

6.7±0.0 43.2±0.3 7.2±0.1 2.1±0.1 0.2±0.0 0.2±0.0 0.2±0.2 0.0±0.0 0.0±0.0 2.0
12.8±0.1 191.0±0.6 27.2±0.2 14.6±0.2 1.1±0.1 1.1±0.0 1.0±0.8 0.3±0.1 0.1±0.0 1.9

|mc
jj −mZ | < 20 GeV

|mc
jj −mZ | > 20 GeV

N c
jets = 1 12.6±0.1 529.2±2.0 82.2±0.3 9.1±0.2 0.7±0.1 1.6±0.0 0.3±0.4 0.6±0.1 0.2±0.1 1.1

Total significance 4.2
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4. Signal and background parametrisation
MC simulation is used to parametrise the reconstructed m4` distribution of both backgrounds
and signals shapes. In signal parametrisation, the narrow-width signal models of R → SH →

T and A→ Z(νν)H(ZZ)→ 4`+Emiss
T4`+Emiss models are modelled using a Crystal ball (CB)

plus Gaussian (G) functions. The sum of these functions is described as:

Psignal(m4`) = fCB × CB(m4`;µ, σCB, αCB, nCB) + (1− fCB)×G(m4`;µ, σG). (2)

T

Both CB and G functions peak at a mean value of m4`(µ) = mH which is the reconstructed
m4` of (mR,mH) and (mA,mH) signal mass points. The resolution of the m4` distribution
is affected by σCB and σG parameters. The tail position of the non-Gaussian distribution is
adjusted using the αCB parameter, while its slope is handled by the nCB parameter. The
relative normalisation between the Gaussian and Crystal ball functions is taken care of by fCB

parameter. The Psignal(m4`) function is fitted to simulated signal samples to determine the
values of the function’s parameters. For simplicity and to avoid lower statistics, the CB + G
PDF fit is performed to the inclusive lepton channel only, to extract the parameter shown in
Eq. 2. Figure 2 (left) shows the CB+G PDF fit to R→ SH → 4`+ET

miss. This is one of the sixty
five signal mass points for R→ SH → 4`+Emiss and the PDF fit is performed for all categories.
The m4` shape of the backgrounds is obtained from MC simulation and parametrised using an
empirical function. Four background templates are used as qqZZ, ggZZ, V V V and other, which
is a combination of WZ, qq̄ → ZZ(EW ) and tt̄ backgrounds. Each of the background template
is fitted with an analytical function for m4` in the range of 200-1200 GeV, as follows:

(3)f qqZZ, ggZZ, V V V, other(m4`) = H(m0 −m4`)f1(m4`)C1 +H(m4` −m0)f2(m4`)C2,

where:

f1(m4`) =

{
1

2
+

1

2
erf

(
m4` − a1

a2

)}
· (1

1 + exp m4`−a1
a3

) , (4)

f2(m4`) = (1−m4`)
b1 ·m(b2+b3·ln(m4`))

4` , C1 =
1

f1(m0)
, C2 =

1

f2(m0)
, (5)

where f1 models the ZZ threshold around 2mZ and f2 describes the high mass tail. The ai
and bi are shape parameters obtained by fitting the m4` distribution for each category. The
transition between functions f1 and f2 is given by m0 and it is performed by the Heaviside step
function H(x) around m0 = 260 GeV for qqZZ, ggZZ and V V V , and m0 = 240 GeV for other
backgrounds. The transition point is determined by optimising the function’s smoothness. C1

and C2 are used to ensure the continuity of the function around m0. Figure 2 (right), shows

T and NCentral
jetsthe High-Emiss = 0 category with MC simulation fitted with Eq. 3, for the qqZZ

background. All background processes are also fitted for each category and for both models.

5. Statistical procedure and upper limits
The upper limits on the cross section times the branching ratio for a heavy resonance are
obtained as a function of mH with the Confidence Limits (CLs) procedure. The limits are
obtained using the unbinned profile likelihood fits, using m4` as the discriminant. The profile
likelihood is the product of a Poisson term, representing the probability for observing n events
and a weighted sum of both signal and background probability distribution functions (PDFs),
which are evaluated at all observed events. The PDFs are given by fSM

(m4`) and fB(m4`) and
normalisations by SM and factor B:

L(m1
4`, . . . ,m4

n
`|σM ) = Pois(n|SM +B)

[∏n
i=1

SMfSM
(mi

4`) +BfB(mi
4`)

SM +B

]
, (6)
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Figure 3: Expected upper limits at 95% confidence level on the σM ×BR(H → ZZ → 4`) for a
heavy resonance have been set for both models.

The parameters of interest (POI) in the fit enter the likelihood inside the expected signal yield
SM , where the POI is the product of the first two parameters:

SM = σM × BR(H → ZZ → 4`)× (A× E)×
∫
L dt, (7)

where A × E is the signal acceptance, and the integral is the integrated luminosity of the
dataset. The CLs are used for calculating the upper limits for both the R→ SH → 4`+ Emiss

T
and A→ Z(νν)H(ZZ)→ 4`+ Emiss

T models as seen in Figure 3.

6. Conclusions
The search for new heavy resonances based on the multi-lepton anomalies observed at the LHC
is performed. The R → SH → 4` + ET

miss and A → Z(νν)H(ZZ) → 4` + Emiss
T mo √dels

are used to interpret the data. The search uses 2015–2018 proton-proton collision data at s

T

= 13 TeV, corresponding to an integrated luminosity of 139 fb−1. The signal optimisation is
computed and the combined ZSig is 6.9σ for the R→ SH → 4`+Emiss model and 4.2σ for the
A→ Z(νν)H(ZZ)→ 4`+ Emiss

T model. Expected upper limits have been set for both models.
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Abstract. We report on the replacement of E3 and E4 scintillators (Crack) and refurbishment
of Minimum Bias Trigger Scintillator (MBTS) counters as part of Phase I upgrade of the
Tile Calorimeter of the ATLAS experiment during the long shutdown 2. The Crack and
MBTS counters, situated between the central and extended Tile Calorimeter barrels, are used
for correcting the electromagnetic energy responses and for providing inputs to the trigger,
respectively. During the LHC Run 2 data-taking period in 2015-2018, the Crack and MBTS
scintillators have deteriorated by radiation and had to be replaced with more radiation-hard
scintillators and optimised geometry for Run 3. The Phase I upgrade has been ongoing since
the beginning of the LHC LS2. The upgrade activities which were finalized with a strong
contribution from South Africa consisted of the re-design of the Crack and MBTS detector
modules, their assembly, qualification and characterization using radioactive sources (strontium-
90 and cesium-137), as well as their installation on the ATLAS detector. The University of
the Witwatersrand was previously involved in the radiation qualification and selection of the
scintillator material to be used in the counter production.

1. Introduction
During Phase I upgrade of the ATLAS Experiment, the Tile Calorimeter (TileCal) completely
replaced the Crack and MBTS scintillators since they were degraded by high levels of radiation
(up to 103 Gy/year) during the LHC Run 2 data-taking period spanning 2015-2018 [1]. Prior
to the first run of the LHC at centre-of-mass energy of 7 TeV of proton-proton (pp) head-on
collision (Run 1), radiation background simulations were conducted to identify and quantify
the detrimental effects of these backgrounds on the performance of detector components. The
general-purpose Monte Carlo particle transport programs FLUKA [2] and GEANT3-CALOR
(GCALOR) [3] were used to predict the background radiation in ATLAS. It was predicted that
the sub-detector components in close proximity to the beam axis would receive higher radiation
dose rates.

The MBTS counters were originally intended to operate only in the early running of the
LHC, where the vast majority of crossings would not result in large pile-up. Thus, the counters
would serve to provide a trigger to discriminate beam-beam interactions from beam-gas inter-
actions. Originally, there were no TileCal electronic channels available for the MBTS counter
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Figure 1. A photograph of one of the MBTS counters after irradiation (Run 2).

readout. To create the needed channels, one-eighth of the Crack counters were removed from
the detector, and the light signals from the MBTS counters were connected to the optical cables
originally used for the missing Crack counters. Later, for Run 2, additional channels were made
available by the merging of the light signals from adjacent E1 counters, and the missing Crack
scintillators were replaced.

Figure 1 shows one sector of the MBTS counter, where intense radiation damage is indicated
by the yellowing of the scintillator (loss of up to 95% of the light yield). The radiation dose
at the inner radius was of the order of 20 MRad. The Crack counters are located at a lower
rapidity, but in the case of E4, in a region corresponding to electromagnetic shower max. This
position results in a higher radiation dose, but an accurate sampling of the energy deposited by
electrons and photons in this region is crucial for improving the energy resolution degraded by
the material present.

2. Crack and MBTS geometry optimisation and scintillating materials used in
counter production
2.1. Crack counters
The Crack counters were extended from a maximum pseudo-rapidity coverage from up to 1.6
to up to 1.72 (see Figure 2), motivated by the need to improve the e/γ energy resolution
in this extended range. This is supported by multivariate analysis (MVA) calibration of the
reconstructed electron energy in the extended range [4], which shows a significant improvement
in the energy resolution (see Figure 3). Based on simulation and rate studies, the decision was
made to have the E3 section cover the rapidity range from 1.2 to 1.6, and to then use the freed-up
E4 channels to cover the region from 1.6 to 1.72. The rate in the old E3 counter (1.2–1.4) was
significantly smaller than in the old E4 counter (1.4–1.6), so combining the two rapidity regions
in the same readout did not seriously affect the performance. This results in reasonable rates
for both the new E3 and E4 counters.

A new Crack counter is composed of a radiation hard and high-performing PolyvinylToluene
(PVT) based plastic scintillator (EJ-208). It has a long emission spectrum (435 nm) which
provides additional resistance to radiation damage. The wavelength shifting (WLS) Y-11 optical
fibers (high light yield) are used to collect light emitted by the scintillating tiles (blue to green
shifters), which is then transported by clear optical fiber cable to the photomultiplier tubes in
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Figure 2. Sketch of the geometry of old Crack scintillation counter vs. the geometry of the
new counters.

Figure 3. Resolution as a function of
pseudorapidity for electrons [4].
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Figure 4. MBTS geometry optimisation.

the TileCal girder.

2.2. Minimum Bias Trigger Scintillators (MBTS)
During the studies of potential radiation hard plastic scintillator, it was found that commercially
available plastic scintillators would still succumb to high doses in the MBTS region and hence
degrade. In order to counterbalance the degradation effect, several optimisations were proposed.
The first optimisation was the replacement of one 20 mm thick scintillator plate with a sandwich
of four 5 mm scintillators, each wrapped individually with Tyvek (a material made of 100%
high-density polyethylene, acting as a diffusor).

One reason for using thin plates was to allow for oxygen diffusion into the scintillators, which
plays a vital role in annealing of radiation induced optical color centers. This phenomenon
improves light transmission and therefore helps in recovery of scintillator slabs after exposure
to high energy particles. The second optimisation was the placement of the WLS fibres in the
grooves on both sides of the large (outer) plates, to improve the light collection properties, as
opposed to several fibres in the same groove on one side [5] (see Figure 4)
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Figure 6. Fine scan (10 mm step) of EBA-089 counter (left) and the highest signal output for
all EBA counters (right).

3. Assembly of Crack and MBTS counters
A Tyvek was used to wrap each scintillator slab [5], together with their corresponding coupled
WLS optical fibers. Tyvek is specially designed to trap the scintillation light through internal
reflection and also provides mechanical protection. The wrapped slabs were then placed inside
the aluminium cover constructed to house the scintillator slabs, providing mechanical protection
as well as eliminating the possibilities of light leakage. Figure 5 is shown a Crack counter being
assembled. A standard assembly procedure was followed for both counters.

4. Qualification and characterization of assembled counters
Prior to installation of the assembled counters on the ATLAS detector, their quality had to be
assured. The certification and characterization was performed using 90Sr and 137Cs radioactive
sources located at CERN B175 laboratory [6].

4.1. 90Sr tests
The E3 and E4 segments of the counter were tested using 90Sr scans. The experimental setup
comprised of a light-tight scan box containing a photomultiplier tube (PMT), a high voltage
source to supply the PMT with 700 V, clear optical fiber cable (6 fibers) to connect the counter
to the PMT, a digital multimeter for readout, 90Sr β-electron source of 25 MBq activity and
recording system to record the data [6].

The E3 and E4 segments of the counter were both evaluated to check for any possible light
leaks. Prior to performing 90Sr scans, the pedestal was measured where the signal across the
PMT was read without 90Sr source on the counter segments. After measuring the pedestal, the
source was then introduced and moved along the x-axis of the counter while taking the reading
in each step. Figure 6 shows a plot of PMT average voltage (aveV) response versus source
position (x) on the scintillator and the maximum aveV output for all EBA counters (right).
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Figure 7. 90Sr 2D scans of the old inner MBTS UPS923A with 4x old WLS Y-11 fibres (left)
and new inner MBTS EJ200 with 1x new WLS Y-11 (right).

The low response of E4 segments for counters 67 and 68 (special counters) is because of using
orange fibers for readout. Orange fibers attenuate more light due to short light attenuation
length (> 1.5 m) in comparison with green fibers (> 3.5 m), hence the response was expected.
The performance of orange fibers would be studied during Run 3 and compared with green
fibers.

4.2. 90Sr scanning of new and old inner MBTS scintillators
The assessment of the performance of old and new inner MBTS scintillators from the C-Side
of ATLAS was conducted by testing their response to a 90Sr β-electron source. The signal
generated by the PMT was measured as a function of radiation source position and a 2D scan of
signal was measured in the x and y direction over the inner MBTS scintillator. Figure 7 shows
2D scans of a 20 mm thick old inner MBTS UPS923A with 4x old WLS Y-11 green fibres (left)
and a new inner MBTS EJ200 scintillator with 1x new WLS Y-11 green fibre (right). According
to the results, response of the old scintillator to 90Sr was low in comparison with the new EJ200
scintillator, which was attributed to degradation undergone by the old scintillators during Run
2. However, the old WLS Y-11 fibres appeared to be less damaged since their response was
comparable to that of new fibres.

4.3. 137Cs tests
The MBTS counters were evaluated using the 137Cs system from a spare extended barrel (EB)
module. The 137Cs γ source of 250 MBq activity embedded in the metal capsule is transported
by liquid flow inside the tubes passing towards the MBTS counter [7]. The counter was attached
to the edge of EB module, where the tubes are going out of the calorimeter module.

When a source approaches the counter, photons with the energy Eγ=0.662 MeV excite light
emission in the scintillating slabs and that allows a measurement of the optical quality of the
slabs and fibres. The inner (E6) and outer (E5) counters were each connected to PMT2 and
PMT14, respectively, using a clear optical fibre cable (3 m). Figure 8 show plots of ADC counts
versus trigger (after subtracting the pedestal) as the source travels towards the MBTS counter
(left) and a zoomed peak showing the maximum ADC count value for the inner counter (right).

The maximum ADC counts for inner and outer counters were calculated by taking the integral
of the peaks. The limits for integration on the x-axis (trigger) were defined by fixing the threshold
at 50 ADC counts. Since the speed of 137Cs source travelling through the tube would differ from
run to run, the maximum ADC integral value obtained was divided by width of the peak to get
an average value. Figure 9 shows the relative maximum ADC integral and average values versus
φ position of the MBTS detector modules for side C of ATLAS.
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5. Conclusion
The Phase I upgrade at CERN commenced since the beginning of LHC long shutdown 2 where
the TileCal was completely replacing and refurbishing the E3 and E4 and MBTS counters. These
counters were degraded by high radiation levels during the LHC Run 2 and had to be replaced
with high-performing and more radiation hard scintillator prior to Run 3. Both counters have
undergone several improvements with respect to LHC Run 1 and Run 2 to maximise the light
yield and their performance efficiency. Phase I upgrade was completed with a strong contribution
from South Africa.
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Abstract. The TileCal is a sampling calorimeter that forms the central region of the hadronic
calorimeter of the ATLAS experiment. This detector is to undergo its Phase-II upgrade during
Long-Shutdown 3, in the years from 2025 to mid-2027, in preparation for the start of operation
of the HL-LHC. The TileCal phase-II upgrade consists of numerous elements such as the LVPSs
which reside on-detector. A total of 256 LVPSs provide the TileCal on-detector electronics with
+10 V DC power. An individual LVPS consist of a metalic box which contains an Embedded
Local Monitoring Board attached to a motherboard, a fuse board, and eight transformer-coupled
buck converters (Bricks) which are mounted to a cooling plate. Access to the Bricks is limited
to only once per year due to their location within the inner-barrel. If a Brick experiences a
failure it can be offline for up to a year resulting in the front-end electronics that it services
being offline for this extended period as well. Therefore, the reliability of the Bricks is a key
concern that needs to be addressed during their production. South Africa has committed to
the production of 1024 Bricks which constitutes half of all the Bricks required. In order to
ensure the reliability of these Bricks, once installed on-detector, quality assurance testing is
implemented. These proceedings will provide an overview of the TileCal Phase-II upgrade, the
motivation, and application for quality assurance testing of the Bricks, the development of the
required apparatus as well as preliminary results.

1. Introduction
The TileCal is a sampling calorimeter that forms the central section of the Hadronic calorimeter
of the ATLAS experiment [1]. It performs several critical functions within ATLAS such as
the measurement and reconstruction of hadrons, jets, hadronic decays of τ -leptons and missing
transverse energy. It also contributes to muon identification and provides inputs to the Level 1
calorimeter trigger system.

The detector is located in the pseudorapidity region |η| < 1.7 1 and is partitioned into in a
central barrel, known as Long Barrel, which is itself partitioned into two barrel regions (LBA and
LBC). Two Extended Barrels (EBA and EBC) are located on either side of the Long Barrel. Each

1 The pseudorapidity (η) is defined in terms of the polar angle θ as η = −ln tan (θ/2).
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Figure 1. The HL-LHC Upgrade TileCal readout chain and power distribution system.

barrel region consists of 64 wedge shaped modules which cover an azimuthal angle of 4φ ∼ 0.1
and are composed of plastic scintillator tiles functioning as the active media inter-spaced by
steel absorber plates.

In the third quarter of 2027 the start of the operation of the HL-LHC is planned with a
foreseen peak luminosity of 5 × 1034 cm−2 s−1. The resulting environment has necessitated
the development of new electronics, both on- and off-detector, to ensure the continued peak
performance of the detector under high pileup conditions and increased radiation exposure. The
development of these electronic components falls under the ATLAS TileCal Phase-II upgrade.

2. The TileCal Phase-II upgrade
In order to meet the requirements of the HL-LHC a completely new read-out architecture will be
implemented within TileCal, as illustrated in figure 1. In the new trigger and data acquisition
architecture the output signals of the Tile detector cells will be digitized by the on-detector front-
end electronics and then transferred off-detector for every bunch crossing for further processing
[2].

The on-detector electronics and Photo-Multiplier Tubes (PMTs) of a module will be housed
within a new drawer configuration. This configuration consists of a three-meter long drawer,
known as Super-Drawer (SD), which slides into a girder on the outer radius of a module. Each
SD is itself composed of either 4 or 3 independent Mini-Drawers (MD) depending on whether
they are located in the barrel or extended barrel regions, respectively. The extended barrel makes
use of 2 smaller drawers (Micro-drawers) in addition to 3 MDs resulting in both the barrel and
extender barrel SDs being of the same length. The Micro drawers are un-instrumented and can
contain up to 4 PMTS. The PMTs, located within the SDs of a module, are responsible for
converting scintillation light into analog electrical signals which are then sent to the next stage
of the signal chain. Most cells are read out by two PMTs, accounting for 9856 read-out channels
in total and corresponding to 5182 cells. A total of 768 PMTs, which are located in the most
exposed regions, will be replaced due to aging. A High-Voltage Active Divider (HVAD) is located
at the end of every PMT, the function of which is to divide the input high voltage amongst the
PMT dynodes utilizing active components thereby improving the linearity of their response.
Located atop and attached to every HVAD is a Front End board for the New Infrastructure
with Calibration and signal Shaping (FENICS). A FENICS is a readout electronics board that
is responsible for the amplification and shaping of the analog signals received from a PMT. The
two main roles of a FENICS are to read the fast signals using two gains and to read the average

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 139



current using six gains. A FENICS also contains two calibration systems, namely the charge
injector system utilized for physics signal readout calibration, and the current injection system
for the integrator readout. A Main Board (MB) is located within each MD of the TileCal. A
single MB interfaces with twelve FENICS and one Daughter Board (DB). A MB digitizes the
low- and high-gain signals received from the FENICS, which are then sent to its associated
DB. The DBs are the primary interface between the on- and off-detector electronics and are
mounted atop every MB. A DB transmits detector data to the off-detector electronics, receives
and distributes the LHC clock, configurations, as well as slow-control commands. The High
Voltage (HV) distribution system provides regulated HV power to the PMTs. It consists of off-
detector HV Remote-boards that provide the primary HV, received from adjacent HV supply
boards to the passive Bus-boards located within the MDs of all modules via 100m long cables.
These Bus-boards then distribute the HV power to the HVADs. The three stage Low-Voltage
(LV) system provides LV power to the Front-End electronics located within the SDs. The first
stage of the LV system resides off-detector and is comprised of Auxiliary boards, that provide
on/off control of the individual Bricks within a Low Voltage Power Supply (LVPS), as well as
200 V DC power supplies. A LVPS, of which one is located on the end of every SD, is comprised
of eight transformer-coupled buck converters (Bricks) that function to step down the 200 V DC,
received from the off-detector power supplies to 10 V DC. The 10 V DC power is then routed
to point-of-load regulators which perform the final stepping down to that required by the local
circuitry within the SDs. There is also an Embedded Local Monitoring Board (ELMB), that
digitizes the signals received from the Bricks which are then sent to the Detector Control System
(DCS) [3].

3. The Low-voltage power supply Bricks
A Phase-II Brick, of which there will be a total of 2048 within TileCal, provides a nominal
output current of 2.3 A. These Bricks are of an iterative design with the latest version being the
V8.4.2. As we can observe in Figure 2, at the centre of its design is the LT1681 controller chip
[4]. It is dual transistor forward synchronous controller from Linear Technologies that operates
at a fundamental frequency of 300 kHz. The LT1681 output clock pulse width is controlled via
two inputs, the first of which is a slow feedback path that monitors the feedback voltage with
a bandwidth of approximately 1 kHz. The second input is a fast feedback path that monitors
the current through the low-side transistor on the primary side. The output clock is sent to the
FET drivers, which perform the switching on the primary side. The design utilizes synchronous
switching, That is, both the high-side and low-side transistors turn on and conduct for the
duration that the output clock is in the high state, and both are off when the clock is in the low
state. When the FETs conduct, current flows through the primary windings of the transformer,
which then transfers energy to the secondary windings. The buck converter is implemented on
the secondary side of the transformer. The output side also contains an additional inductor-
capacitor stage for the filtering of noise. Voltage feedback for controlling the output voltage is
provided.

Table 1. V8.4.2 Brick protection circuitry trip parameters

Protection circuitry Trip parameters

Over voltage protection
Over current protection

11.50 V - 12.00 V
10.24 A - 10.75 A

Over temperature protection 70 ◦C ≥
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Figure 2. An updated functional block diagram of a Brick [2].

A Brick measures six analog signals and sends them to the ELMB motherboard, which include
input voltage and current, output voltage and current, and the temperature readings from two
points on the brick (primary and secondary side switches). In-built protection circuitry is also
present in the Brick design in the form of over-voltage protection, over-current protection, and
over-temperature protection. The purpose of this in-built protection is to initiate a trip if any
of the trip criteria in Table 1 are met. This serves to limit damage to both the Brick as well as
the electronics to which it provides power.

4. Quality assurance testing
Quality assurance testing plays a key role in the manufacturing process of electronics that require
a high degree of reliability, as in the case of the Bricks. The emphasis placed on the reliability
of the Bricks is due to their location within the inner-barrel of ATLAS which results in limited
access on the order of once per year. Therefore a failed Brick and the electronics to which it
provides power can be offline for up to a year. To prevent this outcome a quality assurance
testing procedure illustrated in Figure 3 was developed. The procedure consists of four distinct
steps namely the Visual inspection, Initial testing, Burn-in and Final testing steps.

zVisual inspection
Burn-in

Initial testing Final testing

Quality assurance testing

Fail

Repair

Log in
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Figure 3. The quality assurance testing procedure for the Brick production.

4.1. Visual inspection
The Visual inspection step functions to detect macroscopic manufacturing defects. Automated
visual inspection is undertaken at the assembly house. However, this inspection is performed
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Figure 4. Brick over-voltage protection test data illustrating a pass (left). Brick over-current
protection test data illustrating a failure (right). Data taken using a V8.4.2 Brick.

prior to the manual attachment of the thermal posts and the manual soldering of the transformer
and connectors to the Bricks. Due to the this an additional visual inspection is undertaken by
a Brick quality assurance expert upon arrival at the testing facility.

4.2. Initial/Final testing
Initial testing and Final testing make use of the same testing apparatus and procedure. They
are differentiated by having occurred either before or after Burn-in testing, respectively. Both
of these tests serve to ensure that the Bricks are operating within their design parameters by
assessing various performance metrics. Examples of some of these metrics are the maximum
startup delay, minimum output voltage, over-voltage trip point and over-current trip point.
These tests are facilitated by the Initial/Final test station. The operating principle of this
test station is to emulate the required input and output stages that a Brick requires for
operation while piggybacking off of the Bricks inbuilt analogue monitoring hardware to monitor
its performance. The input stage consists of a 200 V DC power supply which provides the input
power for the Brick to step-down as well a low-voltage power supply which is used to send the
Brick enable signal to power it on via a custom Interface board. The Interface board is also used
to interface between the Brick and a National Instruments data-acquisition card for the transfer
of the analog data to a PC for display and recording on a custom LabVIEW control program.
The output stage consists of a dummy-load which converts the stepped down power received
from the Brick into heat to be dissipated. An oscilloscope is used to measure the output clock
frequency of the LT1681 controller chip by attaching a probe to a via which is itself connected to
the output clock pin. The Initial/Final test station is fully operational with preliminary testing
having occurred. In Figure 1, we can observe two of the multiple tests undertaken during the
automated testing procedure. These are the over-voltage trip point and over-current trip point
tests which make use of the parameters stated in Table 1. We can observe that the Brick
tested passed the over-voltage trip point test with a trip having been initiated at 11.6 V. This
as opposed to the over-current trip point test which was failed with a trip only having been
initiated at 11.6 A. An undesirable latency period at 9.8 A can also observed.

4.3. Burn-in testing
Burn-in testing is an active means by which the reliability of the Bricks can be increased once
installed on-detector. It is a form of accelerated aging which is used to address the high failure
rate experienced by electronics during their early life as can be seen in Figure 5. Failures
experienced in this region are known as infant mortality failures. These failures occur due to
unavoidable manufacturing inconsistencies at both the device and component levels.
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Figure 5. A generalized Bathtub-curve illustrating the failure rate as a function of time as
experienced by electronic components.

Burn-in testing is used to artificially age the Bricks towards the useful life region, in which a
lower constant failure rate is experienced before they are installed within the TileCal. By causing
Bricks that would fail prematurely within the TileCal to rather fail during Burn-in testing
increases the reliability of the Brick population once installed on-detector. This is achieved
by subjecting the Bricks to a Burn-in cycle within a custom Burn-in apparatus in which they
experience sub-optimal operating conditions which function to stimulate failure mechanisms
within the Bricks. A Burn-in cycle consists of an 8-hour endurance run of the Bricks at a
load of 5 A and an operating temperature of around 60◦ C which is twice the expected nominal
on-detector operating temperature..

A custom Burn-in test station has been developed to undertake the Burn-in of eight Bricks
per cycle. The station consists of a Main-board which multiplexes with the eight Brick-interface
boards and the two Dummy-load boards as well as allowing for serial communication with the
custom control and monitoring LabVIEW software.

Figure 6. Calibration and fault finding of a Burn-in stations electronics before final integration
with the chassis and cooling system.
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A Brick-interface board provides the on/off control of a Brick and an analog to digital
converter for the conversion of the analog data received from the Bricks measurements hardware.
The custom Dummy-load boards provide a programmable load to be placed on the Bricks. The
heat generated by the Dummy-load boards as well as the Bricks, due to power conversion
inefficiency, is extracted by means of water cooled plates. An external DC input power supply
for the Bricks as well as a water chiller form part of the test station.

5. Conclusions
The Contribution of South Africa to the TileCal Phase-II upgrade was described, with the quality
assurance testing of Bricks to be produced being emphasized. The Bricks in-built protection
circuitry was provided. Motivation for quality assurance testing of the Bricks was provided with
the distinct Visual inspection, Initial testing, Burn-in testing and Final testing steps having been
covered in detail. The custom testing apparatus was described and preliminary Initial testing
data was presented an explained.
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Abstract. A current study showed that a simplified model predicting a 270 GeV heavy scalar
(H) that decays to a Standard Model (SM) Higgs boson in association with a 150 GeV scalar
singlet (S) may accommodate numerous anomalous multi-lepton observations in proton-proton
(pp) collisions at the Large Hadron Collider (LHC). With this in mind, the purpose of this article
is to provide a search for a heavy resonance pseudo-scalar, A, which decays into a Z boson and
another heavy scalar boson, H. The H → SS decay mode will be investigated with at least
four leptons in the final state, using√ a data sample corresponding to an integrated luminosity
of 139 fb−1 from pp collisions at s = 13 TeV.

1. Introduction
The discovery of a Higgs-like scalar [1, 2] at the Large Hadron Collider (LHC) has offered up a
new window of opportunity for particle physics. Following its discovery, many studies have been
done to better understand the boson’s couplings to particles in the Standard Model (SM) and
beyond Standard Model (BSM), as well as to search for new bosons. So far, conclusive proof for
any of these BSM hypotheses has proved elusive. Many dedicated investigations are being un-
dertaken within the LHC experimental collaborations to look for such evidence. Recently, in an
effort uncover evidence of BSM physics, the ATLAS experiment conducted a model-independent
study [3] in events involving three or four leptons.

Simple extensions of the SM include the two-Higgs doublet models (2HDM) [4, 5], which
require the inclusion of an additional Higgs-doublet. Due to this additional doublet, the scalar
spectrum contains two CP-even (h,H) scalar bosons, one CP-odd (A), and charged (H±) scalar
bosons. However, as shown in Ref. [6, 7], a 2HDM alone cannot incorporate certain character-
istics of the data. An early 2015 research looked at the potential of a heavy scalar, H, being
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consistent with various LHC Run 1 measurements [8]. Following a discussion of the results in
Ref. [8] the next step was to investigate the idea of introducing a scalar mediator S (rather than
utilizing effective vertices), so that H might decay to Sh, SS, and hh [6]. The S was supposed
to have globally re-scaled Higgs-like couplings, allowing for constant branching ratios (BRs). In
this configuration, particularly in light of the observations in Ref. [9], which ruled out a 100%
branching ratio of S into Dark Matter, multi-lepton final states became a focus. These cou-
plings are supposed to be suppressed by some undefined BSM physics, resulting in a Higgs-like
hierarchy of relative couplings to the SM particles. Although S is not generated directly with a
large cross section, its BRs should be identical to those of an SM-like Higgs boson with a larger
mass. This significantly decreases the model’s number of free parameters. If this is the case,
then when the mass of S approaches ∼ 2mW , it should decay more strongly to W and Z boson
pairs. As a result of the gauge boson decays, S becomes a source of many leptons. The potential
of embedding H into a 2HDM was also explored, with the model’s permitted parameter space
stated in Ref. [6, 10]. Furthermore, a predicted set of possible search channels for the new
scalars was demonstrated. Several of these predictions have been tested and elaborated upon in
Ref. [11, 12]. As such, the BSM scenario discussed in Ref. [11] is of special importance here.

The parameters of the model were fixed in 2017 in order to further investigate outcomes with
more data and new final states while minimizing biases and look-elsewhere effects. This includes
assigning the scalar masses to mH = 270 GeV and mS = 150 GeV, treating S as an SM Higgs-
like scalar, and assuming that the decays H → Sh, SS are dominant. Excesses in opposite sign
di-leptons, same-sign di-leptons, and three leptons were reported in Ref. [13], with and without
the presence of b-tagged hadronic jets. Furthermore, CMS and ATLAS have reported tt̄ and
Zbb̄ final state [14] excesses that may be interpreted with mA ≈ 600 GeV using the aforemen-
tioned model. As a result, the 2HDM+S model with the parameters derived in Ref [12] may
accommodate the LHC excesses reported in Ref. [15]. Additional excesses in the Zh spectrum
and the production of three leptons plus two b-tagged jets can be explained without changing
these parameters, assuming mA ≈ 600 GeV. The conclusions from these studies further reinforce
the relevance of multi-lepton final states in the search for new bosons.

Due to the impossibility of analyzing all possible final states that may contain potential for
discovery, we shall build on the phenomenology found in Ref. [6, 12]. We present an introduction
to a study of the production of A via the gluon-gluon fusion (ggF ) mode and its decay into the
AZH channel, taking into account the decay mode H → SS. This configuration results in the
final state containing four leptons.

2. A → ZH → 4` search
The model described in Ref. [6] is a 2HDM with an additional real singlet Φs, and it serves as
the foundation for our formalism. We will build on the phenomenology given in Ref. [11] and
focus is on the production of A via the ggF mode and its decay into A → ZH → 4` channel
as shown in Figure 1. In the scenario considered here, Z decays further into two opposite-sign
leptons, while the other two leptons are produced by the HSS decay mode, in which one of
the S’s decays to a positively charged lepton and the other to a negatively charged lepton. The
resulting kinematics of the decay of A→ ZH, where mA > mZ +mH and H → SS, have been
explored in Ref. [11].

For the purpose of interpreting the H → SS, H denotes the heavy Higgs boson with mass
mH= 270 GeV, S and Z are considered to have fixed masses of 150 GeV and 91.190 GeV,
respectively. The masses were chosen based on the best-fit values obtained from previous
research [11, 8]. Fixing these parameters based on the outcomes of entirely different data-
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Figure 1. The representative Feynman diagram for the production mode ofA and its subsequent
decay to SS via gluon fusion (ggF ) production mode.

Table 1. This table outlines the preselection cuts applied.

Trigger
At least 1-lepton matched to triggering-lepton
Each lepton must have plT >10 Gev
Events with SFOS require mµ >12 GeV

Preselection

Require exactly four leptons with total charge equal zero
Leptons require loose identification and isolation criteria
|ηe| < 2.47, excluding 1.37< |ηe| < 1.52
|ηµ| <2.5

Categories 1-SFOS

sets allows us to prevent possible bias in adjusting the masses to reproduce data excesses. As a
result, because no additional masses are considered, a ”look elsewhere effect” is not required to
quantify a global relevance in fits.

The mass of H was calculated using data from the LHC Run 1 experiment, which included
distortions in the Higgs boson spectrum [16], searches for di-Higgs and di-boson resonances [16],
and measurements on the rate of top associated Higgs production [16]. Likewise, the mass of S
is set at 150 GeV based on the best-fit point in the statistical study described in Ref. [11].

3. Monte Carlo samples
The data used in this study corresponds to the√entire Run II of the LHC. This was collected by
the ATLAS detector between 2015 and 2018 at s = 13 TeV with stable beam conditions and all
detector systems running normally. The data sample has an integrated luminosity of 139.0 fb−1

after data-quality requirements. Madgraph5 aMC@NLO [17] interfaced with PYTHIA 8 [18]
is used for the showering and hadronisation with A14 tune NNPDF23LO PDF set [19] and
EvtGen was used to simulate B-hadron decays. Background processes such qq̄ → ZZ, qq̄ →
ZZ(EW ), V V V and Z+jets are simulated with SHERPA 2.2.2 and the NNPDF30NNLO parton
distribution function (PDF) set. POWHEG-BOX v2 with NNPDF30NNLO PDF set was used
to produce the tt̄ events.
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Table 2. Summary of the yield calculations for different background categories.

qqZZ ggZZ qqZZEW Z + jets V V V ttV tt̄ WZ Total
4` 4228.96 25.99 107.34 5645.82 31.28 435.29 2651.21 110.18 13236.10
1-SFOS 104.50 0.36 1.32 896.55 13.89 213.31 1312.53 53.14 2595.64

0.30 0.83 705.45 12.82 170.48 273.84 36.75 1275.811-SFOS & |mz −m34| <15 GeV 75.34
1-SFOS & |mz −m34| >15 GeV 29.20 0.06 0.49 191.10 1.07 42.83 1038.69 16.39 1319.83

4. Event Selection
The preselection cuts used are shown in Table 1. In general in HZZ, each channel four-lepton
candidates are generated by identifying a lepton-quadruplet composed of two same-flavour,
opposite-sign lepton pairs (SFOS), as reported in Ref [20]. However, for the purposes of our
analysis, we solely examine 1-SFOS events. We eliminate all 2-SFOS events and only examine
the following pairings: eµ2e/eµ2µ Each electron must have a pT > 7 GeV and be measured in
the |η| <2.47 pseudorapidity range. The highest-pT > lepton in the quadruplet must satisfy
pT > 20 GeV, and the second lepton in pT > order must have pT > 15 GeV. If assigning leptons
to pairs is ambiguous, only one quadruplet per channel is chosen by keeping the quadruplet with
the invariant mass of the lepton pairings closest (leading pair) and second closest (subleading
pair) to the Z boson mass, with invariant masses referred to as m12 and m34, respectively. m12

must satisfy 50 GeV < m12 < 106 GeV and m34 must satisfy 50 GeV< m34 < 115 GeV in the
chosen quadruplet.

5. Results
Before one begins to construct a model to separate signal and background, it is important to
check that the MC simulation with which the model is construsted, actually reflects the true
distributions of the data. This section will present the results for both signal and background
events. The preceding section’s set of event selection cuts are used to assist us identify the signal
events and determine how much of the background is needed to be removed while avoiding inad-
vertently removing signal events. Figure 2 shows the transverse mass (m4`) and the transverse
momentum (p4T

`) distribution for the four leptons for both the signal and background events.

In order to separate the signal from the different background concentrations, more complex
techniques will have to be introduced and applied to each category to deal with specific
background events that need to be separated. As seen in Table 2, the concentrations for certain
processes are different per category, with the Z+jets background being dominant. The events
are tested for 1-SFOS (eµ2e/eµ2µ) and also with a cut in the mZ (|mz −m34| <15) GeV and
also outside the mZ (|mz −m34| >15) GeV mass window. Outside the mZ mass window we are
looking for lepton pairs (m``) from other processes other than the Z boson. It is worth noting
that, owing to the lepton pairing technique used here, m34 is the leading lepton pair rather than
the well-known m12.

Additionally, the event yields were computed after the aforementioned standard selection
criteria are applied. The signal events are generated to provide the event topology with a lepton
pair decaying from the associated Z boson and at least another two same sign or different flavor
leptons. The background yields were either obtained from MC for the ZZ continuum, or using
data driven techniques for the reducible contributions, as described previously.

Table 2 shows that the total number of events generated for the background, after the 4`
selection is 13236.10. When the 1-SFOS cut is implemented, the number of events decreases
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Figure 2. Signal and background events for the transverse momentum (p4T
`) and transverse

mass (m4`) of the 4` respectively.

by about 80%, as expected. This is because the events with two Z candidates will be removed,
while events with a Z boson candidate and a non-Z boson pair will be kept.

6. Conclusion
The BSM scenario presented in this article introduces a search for a heavy pseudo-scalar decaying
into√a Z boson and another heavy scalar boson leading to four lepton final states in pp collisions
at s = 13 TeV with the ATLAS detector. This is an attempt to explain a number of features
of the Run 1 data, which persist in the Run 2 data as explained in Ref. [?].

MC simulation samples are used to model the background and signal processes for this search.
The decay process analysed was the gg → A→ ZH.

The decay A → ZH leads to interesting final states, as pointed out earlier. For the sake of
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simplicity, here we considered the case where S decays to 2` and Z to the other 2` pairs.
A comparison of the 4` between the background and signal has been shown. The background

study shows after the exact 1-SFOS selection the major background will be significantly
suppressed, while the features of part of the signal will be kept. The study is still on going
to optimise the parameter spaces for the signal production.
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Abstract. In this presentation an account of the multi-lepton (electrons and muons) anomalies
at the LHC is given. These include the excess production of opposite sign leptons with and
without b-quarks, including a corner of the phase-space with a full hadronic jet veto; same sign
leptons with and without b-quarks; three leptons with and without b-quarks, including also the
presence of a Z. Excesses emerge in corners of the phase space where a range of SM processes
dominate, indicating that the potential mismodeling of a particular SM process is unlikely
to explain them. A procedure is implemented that avoids parameter tuning or scanning the
phase-space in order to nullify potential look-else-where effects or selection biases. The internal
consistency of these anomalies and their interpretation in the framework of a simplified model
are presented. Motivated by the multi-lepton anomalies, a search for narrow resonances with
S → γγ, Zγ in association with light jets, b-jets or missing transverse energy is performed. The
maximum local (global) significance is achieved for mS = 151.5 GeV with 5.1σ (4.8σ), which is
obtained by letting branching ratios of S float. Those can be constrained by combining with
the multi-lepton excesses, where the combined significance is greater than 5σ.

1. Introduction
The discovery of a Higgs boson (h) [1, 2, 3, 4] at the Large Hadron Collider (LHC) by ATLAS [5]
and CMS [6] has opened a new chapter in particle physics. Measurements of its properties so
far indicate that this 125 GeV boson is compatible with those predicted by the Standard Model
(SM) [7, 8]. However, this does not exclude the possible existence of additional scalar bosons as
long as the mixing with the SM Higgs is sufficiently small.

One of the implications of a 2HDM+S model, where S is a scalar SM singlet, is the production
of multiple-leptons through the decay chain H → Sh, SS [9], where H is the heavy CP-even
scalar and h is the SM Higgs boson. Excesses in multi-lepton final states were reported in
Ref. [10].1 In order to further explore results with more data and new final states while avoiding
biases and look-else-where effects, the parameters of the model were fixed in 2017 according to
Refs. [9, 10]. This includes setting the scalar masses to mH = 270 GeV, mS = 150 GeV, treating
S as a SM Higgs-like scalar and assuming the dominance of the decays H → Sh, SS. Excesses in
opposite sign di-leptons, same-sign di-leptons, and three leptons, with and without the presence

1 Here we use ”anomalies” and ”excesses” interchangeably. These are defined as deviations in the data from
predictions by the SM after taking into account experimental and theoretical uncertainties.
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of b-tagged hadronic jets were reported in Ref. [11, 12]. Interestingly, the model can explain
anomalies in astro-physics (the positron excess of AMS-02 [13] and the excess in gamma-ray
fluxes from the galactic centre measured by Fermi-LAT [14]) if it is supplemented by a Dark
Matter candidate [15] and can be easily extended to account for g − 2 of the muon [16] (for a
review of anomalies see Ref. [17]).

2. The simplified model
Here, we succinctly describe the model used to describe the multi-lepton anomalies observed
in the LHC data and with which to interpret the above mentioned excesses in astrophysics.
The formalism is comprised of a model of fundamental interactions interfaced with a model of
cosmic-ray fluxes that emerge from DM annihilation. The potential for a two Higgs-doublet
model with an additional real singlet field ΦS (2HDM+S) is given as in Ref. [9]:

V (Φ) = m2
11 |Φ1|2 +m2

22 |Φ2|2 −m2
12(Φ

†
1Φ2 + h.c.) +
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The fields Φ1, Φ2 in the potential are the SU(2)L Higgs doublets. The first three lines in Eq. 1
are the contributions of the real 2HDM potential. The terms of the last line are contributions
of the singlet field ΦS . To prevent the tree-level flavour changing neutral currents we consider
a Z2 symmetry which can be softly broken by the term m2

12 6= 0. After the minimisation of the
potential and Electro-Weak symmetry breaking, the scalar sector is populated with three CP
even scalars h,H and S, one CP odd scalar A and charged scalar H±. For more details of this
model and associated interactions’ Lagrangians and parameter space we refer to Refs. [9, 18].
Further, we consider interactions of S with three types of DM candidates χr, χd and χv with
spins 0, 1/2 and 1, respectively:

Lint =
1

2
Mχrgχ

S
r
χrχrS + χ̄d(gχ

S
d

+ igχ
P
d
γ5)χdS + gχ

S
v
χv
µχvµS,

where gχi and Mχi are the coupling strengths of DMs with the singlet real scalar S and masses
of DM, respectively.

3. Anatomy of the multilepton anomalies
We give a succinct description of the different final states and corners of the phase-space that are
affected by the anomalies. As discussed in the introduction the anomalies are reasonably well
captured by a 2HDM+S model. Here, H is predominantly produced through gluon-gluon fusion
and decays mostly into H → SS, Sh with a total cross-section in the rage 10-25 pb [11]. Due to
the relative large Yukawa coupling to top quarks needed to achieve the above mentioned direct
production cross-section, the production of H in association with a single top-quark. These
production mechanisms together with the dominance of H → SS, Sh over other decays, where
S behaves like a SM Higgs-like boson, lead to the a number of final states that can be classified
into several groups of final states. Three are the groups of final states where the the excesses
are statistically compelling: opposite sign (OS) leptons (` = e, µ); same sign (SS) and three
leptons (3`) in association with b-quarks; SS and 3` without b-quarks. In the sections below a
brief description of the final states is given with emphasis on the emergence of new excesses in
addition to those reported in Refs. [10, 11, 12], when appropriate. The new excesses reported
here are not the result of scanning the phase-space, but the result of looking at pre-defined final
states and corners of the phase-space, as predicted by the model described above.
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Table 1. Summary of the status of the multi-lepton anomalies at the LHC, where ` = e, µ.
Final state Characteristics SM backgrounds Significance
`+`−+b-jets
`+`−+jet veto
`±`±, 3` + b-jets
`±`±, 3`, nb = 0
Z(→ ``)`, nb = 0

m`` < 100 GeV, low b-jet mult.
m`` < 100 GeV
Moderate HT

In association with h
pTZ < 100 GeV

tt,Wt
W+W−

ttW±, tttt
W±h, (WWW )

ZW±

> 5σ
≈ 3σ
> 3σ
4.2σ
> 3σ

3.1. Opposite sign di-leptons
The production chain pp → H → SS, Sh → `+`− + X, is the most copiously multi-lepton
final state. Using the benchmark parameter space in Ref. [18], the dominant of the singlet
are S → W+W−, bb. This will lead to OS leptons with without b-quarks. The most salient
characteristics of the final states are such that the di-lepton invariant mass m`` < 100 GeV
where the bulk of the signal is produced with low b-jet multiplicity, nb < 2 [11]. The dominant
SM background in events with b-jets is tt + Wt. The b-jet and light-quark of the signal is
significantly different from that of top-quark related production mechanisms. As a matter of
fact, excesses are seen when applying a full jet veto, top-quark backgrounds become suppressed
and where the dominant backgrounds is non-resonant W+W− production [10, 19, 20].2 A review
of the NLO and EW corrections to the relevant processes can be found in Refs. [11, 20], where
to date the m`` spectra at low masses remains unexplained by MC tools. A measurement of
the differential distributions in OS events with b-jets with Run 2 data further corroborates the
inability of current MC tools to describe the m`` distribution [22]. A summary of deviations for
this class of excesses is given in Table 1.

3.2. SS and 3` with b-quarks
The associated production of H with top quarks lead to the anomalous production of SS and
3` in association with b-quarks with moderate scalar sum of leptons and jets, HT . The elevated
ttW± cross-section measured by the ATLAS and CMS experiments can be accommodated by
the above mentioned model [11, 23]. Based on a number of excesses involving Z bosons, in
Ref. [18] it was suggested that the CP -odd scalar of the 2HDM+S model could be as heavy
as mA ≈ 500 GeV, where the two leading decays would be A → tt, ZH. The cross-section
for the associated production pp → ttA with A → tt would correspond to ≈ 10 fb. This is
consistent with the elevated tttt cross-section reported by ATLAS and CMS [24, 25, 26]. The
combined significance of the excesses related to the cross-section measurements of ttW± and
tttt surpass 3σ, as detailed in Table 1. The ATLAS collaboration has reported a small excess in
the production of four leptons with a same flavor OS pair consistent with a Z boson, where the
four-lepton invariant mass, m4` < 400 GeV [27]. This excess can also be accommodated by the
production of A→ ZH.

3.3. SS and 3` without b-quarks
The production chain pp→ H → SS, Sh can give rise to SS and 3` events, where b-jet activity
would be depleted compared to production mechanism considered in Sec. 3.2. The potential
impact on the measurement of the production of the SM Higgs boson in association with a W

2 The CMS experiment presented the comparison of the yields in the data to a MC [21]. The MC does not
describe simultaneously the di-lepton invariant mass and transverse momentum. As such, for the purposes of this
study this data set is inconclusive, where we encourage the CMS experiment to provide differential measurements
similar to those performed by ATLAS in Ref. [19].
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Figure 1. Combination of fits to all the categories in the γγ and Zγ spectra (see text). The
data points are S/B weighted.

boson and other measurements in the context discussed here was reported in Ref. [28]. A survey
of available measurements of the signal yield of the Wh production was performed in Ref. [12]. A
deviation of 3.8σ with respect to the Wh yield in the SM in corners of the phase-space predicted
by the simplified model. The CMS experiment has recently reported the signal strength of
the V h, V = Z,W± production with the h → W+W− decay for low and high V transverse
momentum [29]. The signal strength for V h with the V transverse momentum, pTV < 150 GeV,
where the BSM signal is concentrated, is 2.65−

+0
0
.
.
69
64. In addition CMS has also reported a large

signal strength in the third di-jet bin optimised for Wh in the search for the h → Zγ decay of
µ = 12.3−

+3
3
.
.
7
5 [30]. This brings the combination to µ = 2.43± 0.34, or a 4.2σ effect. In order to

reconcile observed excesses in Secs. 3.1 and 3.2 with the ones described here, it is necessary to
assume the dominance of the H → SS decay over H → Sh [12]. Another important prediction
of the simplified model is the elevated WWW cross-section. The ATLAS experiment reports a
signal strength of 1.66±0.28 [31].3 The latter includes the Wh→WWW ∗ production, hence it
is not added to the combination due to partial double counting. Another final state of interest
is the production of ZW± events where Z transverse momentum, pTZ < 100 GeV with depleted
b-jet activity. Excesses were reported in Ref. [11]. The CMS experiment has recently reported an
important excess in events with 3` in association with one and two jets used for the measurement
of Zh, h→ W+W− production, where ZW± is the dominant background [29]. As the analysis
of the excess in the context of the simplified model described here is in progress, the significance
of this excess is not added to the combination reported in Table 1.

4. Candidate of Singlet Scalar
The multi-lepton anomalies described here seem to be relatively well accommodated by
2HDM+S model with a sizeable direct production of H → SS, Sh. This motivates the search

3 CMS [32] pursues a different approach compared to the more inclusive selection performed by ATLAS. For
instance, the requirement that the azimuthal separation between the vector of the three leptons and the missing
transverse energy be greater than 2.5 rad and other requirements suppress the contribution from the BSM signal
considered here.
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Figure 2. The combined local p-value (right) as a function of mS using inputs described in
Ref. [33].

for narrow resonances pertaining to S → γγ, Zγ in association with light jets, b-jets or missing
transverse energy. A survey of all publicly available data is performed [33] in the mass range
motivated by the multi-lepton anomalies, in particular the di-lepton invariant mass spectra of
the excesses. The region of interest is in the range 130 < mS < 160 GeV. Figure 1 displays the
signal to background weighted combination of the mass spectra, where the red curve displays
the combined fit. The signal normalisation in each of the categories is allowed to float. Figure 2
shows the local p-value distribution in the range 140-155 GeV. The upper and lower bounds of the
search are determined by the availability of data reported by the experiments. The lowest local
p-value is achieved for mS = 151.5 GeV corresponding to 5.1σ. Taking into account the look-
else-where effect the global significance in the range 140-155 GeV is 4.8σ. The above mentioned
local significance is obtained by letting branching ratios of S float. Those can be constrained by
combining with the multi-lepton excesses, where the combined significance is greater than 5σ.

Searches for H → SS(∗), Sh→ γγbb, τ+τ−bb in asymmetric configurations, not performed by
the experiments before, are well motivated [33]. Each experiment with the combined Run 2 and
Run 3 data sets could achieve a 7σ effect with the H → SS(∗)γγbb search [33].

The current results on the production of hh → γγbb, τ+τ−bb do not exclude the expected
cross-section for H → Sh. This is motivated by the fact that Br(S → bb, τ+τ−) � Br(h →
bb, τ+τ−) and that the mass resolution is better than the mass difference between h and S.
Similarly, the limits set by CMS on H → Sh→ bb, τ+τ− [34] are not strong enough to exclude
the production rate of H → Sh as determined from Ref. [12].

Interestingly, as the LEP experiments reported a mild excess (2.3σ) in the search for a
scalar boson (S′) [35] using the process e+e− → Zh(→ bb) at 98 GeV for the invariant bb
mass, asymmetric γγbb final states could also originate from the decay H → SS′. This is
further supported by the CMS result reporting similar excesses with Run 1 data and 35.9 fb−1

of Run 2 data [34], with a local significance of 2.8σ at 95.3 GeV. In this context searches for
H → S(′)(→ γγ, bb̄)S(→ invisible) are well motivated.

5. Conclusions
This proceedings provide an update of the multi-lepton anomalies at the LHC since Ref. [11],
where new data and final states and corner of the phase-space predicted by the 2HDM+S model
display excesses with respect to the SM. A summary of the multi-lepton anomalies is given in
Table 1. Motivated by the fact that the H → SS, Sh decay describes reasonably well the multi-
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lepton anomalies a search for narrow resonances with S → γγ, Zγ in association with light jets,
b-jets or missing transverse energy is performed. The maximum local (global) significance is
achieved for mS = 151.5 GeV with 5.1σ (4.8σ), which is obtained by letting branching ratios
of S float. Those can be constrained by combining with the multi-lepton excesses, where the
combined significance is greater than 5σ.
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Abstract. A compact neutron spectrometer consisting of a 6x6x50 mm3 plastic scintillator
with pulse shape discrimination (PSD), a silicon photomultiplier and digital data acquisition has
been developed. Results from the first characterisation measurements with this device using
neutrons up to 14.1 MeV are discussed. The spectrometer showed good quality pulse shape
discrimination and energy resolution. Work to optimise the detector and characterise it up to
100 MeV is currently ongoing.

1. Introduction
Cosmic radiation interacting with our atmosphere produces a host of secondary particles through
spallation [1][2]. At aviation altitudes the radiation field is made up predominantly of fast
neutrons in the energy range 1-100 MeV [3], as seen in figure 1. The neutron energy spectrum
and dose rate at these altitudes is well studied in regular conditions,and several computational
models exist to calculate these values [4]. However, these codes are relatively unverified in the
Southern Hemisphere, and very little observational data exists during space weather events such
as solar flares and coronal mass ejections since they are fairly rare and unpredictable. These
events cause an increase in ionizing radiation which not only provides increased biological risk
to air crew and passengers [5], but also increases the risk of soft errors in aircraft electronics [6].
In order to better understand the effect of space weather events on our atmosphere and risks
associated with flying during such events, more observational data need to be acquired.

Currently, Tissue Equivalent Proportional Counters (TEPCs) are the standard instrument for
air crew dose measurements [8], however these devices do not provide spectroscopic information
and therefore do not provide neutron-specific dose. As the radiation field at aviation altitudes
is comprised 40% of neutrons [2] this is a problem. Neutron spectroscopy in a mixed
radiation field requires a device capable of discriminating between neutron and gamma ray
events. In some organic scintillators this can be done using a technique known as pulse shape
discrimination (PSD). Typically, spectroscopic measurements of neutrons are made with organic
liquid scintillators due to their high quality PSD capabilities, however these detectors and their
associated electronics are bulky, and are toxic and fire hazards. We discuss the characterisation
of the first prototype of a compact neutron spectrometer intended for studying the neutron field
in an aviation scenario. The device consisting of a plastic scintillator capable of PSD, silicon
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Figure 1. Neutron energy spectrum
at an altitude of 20 km at 54◦N,
117◦W. The darker line is the mea-
sured spectrum by Goldhagen et al.[3]
and the lighter line is the calculated
spectrum at the same location pro-
duced by Roesler et al. [7].

photomultipliers and digital data acquisition, has been designed to be compact, robust and safe
to operate on board aircraft.

2. Experimental setup
The prototype device consisted of a 6x6x50 mm3 slab of EJ276 plastic scintillator [9] coupled
to a SensL C-series silicon photomultiplier (SiPM) [10] in a light tight polylactic acid plastic
(PLA) casing, seen in figure 2, operated with an external power supply of 28.5 V. The signals
produced by the detector were acquired digitally using a CAEN DT5730 digitiser [11] and custom
open source software developed at UCT [12]. The EJ276 plastic scintillator was chosen since
it is capable of PSD, is well characterised [13] and can be produced in any shape or size. The
scintillator was wrapped in a reflective material in order to improve light collection from the
scintillator. Since the intention is for this device to be operated on board commercial aircraft
all features of the spectrometer were also chosen to make it safe to operate on board aircraft
and pass through airport security checks without issues. The gamma ray and neutron response
of the detector was characterised up to 4.3 MeV and 14.1 MeV respectively at the n-lab in the
Department of Physics at UCT. Gamma ray characterisation was performed using 137Cs, 22Na
and 60Co sources and the neutron characterisation was performed using a 2.2 GBq americium
beryllium (AmBe) source and 14.1 MeV neutrons from a D-T sealed tube neutron generator
(STNG).
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3. Results and Analysis
Results from the prototype detector are compared to those of a reference detector (EJ301 liquid
scintillator) which is commonly used for neutron spectroscopy. The fluorescence given off by
scintillators is made up of a fast decaying and a slow decaying component. The ratio of light
given off in each component, and therefore the shape of the pulse, depends on the nature of
the excited particle [14]. Pulse shape discrimination uses this property to distinguish between
gamma ray and neutron events since they interact through different mechanisms.

Figure 3. Typical pulse output from
the prototype detector showing the
starting time t0, short time interval tS
and long time interval tL.

In this work the charge comparison method of PSD was implemented. The starting time,
t0, for each pulse was chosen such that it was 80 ns before the peak of the pulse. It should
be noted that using methods such as constant fraction discrimination (CFD) [12] or e-folding
would be better approaches and will be implemented further in future work. The pulse was then
integrated over a short time interval [t0; tS ] to produce QS – the short integral, and a long time
interval [t0; tL] to obtain QL – the long integral. The time tL was chosen to occur at t0 + 1600
ns so that the entire pulse is included and tS was chosen to be t0 + 250 ns such that the quality
of the separation of pulses was optimised. As with the definition of t0, the definition of tL would
benefit from being determined using methods such as CFD. The chosen time intervals in relation
to a typical pulse are shown in figure 3.

In the charge comparison method the pulse shape parameter S is determined through the
following relation:

S = k
QS

QL
+ c (1)

where k and c are constants used to appropriately scale S. The gamma ray sources (22Na,
137Cs, 60Co) were used for scaling QL to light output L, which has the units of MeVee (electron
equivalent). Figures 4 and 5 show number of counts as a function of S and L for the AmBe source
and STNG respectively. The loci associated with recoiling electrons from Compton scattering
events of gamma-rays (e) and protons recoiling from n–p elastic scattering of neutrons (p) are
well separated over the full range of L.

The separation between the distributions of S for two pulse classes events is quantified by the
figure of merit (FoM). If the proton (p) and electron (e) recoil distributions are Gaussian the
FoM can be defined in terms of the mean (µ) and full width half maximum (FWHM) such that

FoM =
|µe − µp|

FWHMe + FWHMp
. (2)
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Figure 4. Counts as a function of L and S for
events in the prototype detector when exposed
to the AmBe source. The loci associated with
neutron (e) and gamma ray (p) events are
indicated and the events were separated along
the dashed line.

Figure 5. Counts as a function of L and S for
events in the prototype detector when exposed
to the STNG. The loci associated with neutron
(e) and gamma ray (p) events are indicated and
the events were separated along the dashed line.

Figure 6. Counts as a function of
pulse shape S for 1.9 < L < 5.0 MeVee

from the measurements of the AmBe
source with the prototype detector.
The gamma ray (e) and neutron (p)
events are indicated.

The prototype detector has a FoM of 1.2±0.4 over the light output range 1.9 <L<7.7 MeVee,
this is lower than that of the reference detector which has a FoM of 2.5±0.2 over the same light
output range. Despite the comparatively lower quality, a FoM >1 is considered acceptable for
the intended purpose of the detector.

To obtain spectroscopic information from the data the neutron light output spectra (LOS)
were unfolded using the MAXED and GRAVEL algorithms [15]. The unfolding process utilises
minimization algorithms which find the optimum combination of response functions required to
produce the measured LOS provided. From this the algorithm can infer the energy spectrum of
the radiation field. In order to unfold the measured LOS for the prototype detector the spectrum
had to be scaled to match the response function of the EJ301 detector since there no response
functions exist for the prototype.

Figures 7 and 8 show the comparison of the AmBe light output and energy spectra for the
prototype and reference detectors. In figure 8 the energy spectra have peaks at the same energies,
however show some differences in fluence which results in the spectra having slightly different
shapes, particularly towards lower energies. This is seen in the LOS in figure 7 at low L where
there is there is a separation between the two spectra.
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Similarly, figures 9 and 10 show the light output and energy spectra for measurements of
the 14.1 MeV neutrons from the STNG. In figure 10 the 14.1 MeV energy spectra clearly agree
well on the position of the energy peak, however there are two distinct discrepancies in the
spectra. At high energies (∼ 15 − 16.5 MeV) the spectrum produced by prototype has some
extra contributions which is due to event pile-up in the prototype. This feature is seen in the
LOS in figure 9 as a slightly longer tail at roughly 8.2 MeVee. The small bump at 11 MeVee in
the energy spectrum from the prototype detector is due to the response function used having a
slightly different shape to the measured LOS. The difference in shape, which is seen at around
6.5 MeVee in the LOS, is because the response function used is for a larger detector in which
multiple scatter occurs. Since the prototype is very small there are no double scatter events.

Overall, the energy spectra of the two detectors agree well in terms of key features such as
position of energy peaks. All of the differences in the unfolded energy spectra can be corrected
by producing a response matrix for the prototype detector and using it for the unfolding.

Figure 7. AmBe neutron light output spectrum
for EJ301 reference detector and prototype
detector.

Figure 8. Unfolded AmBe neutron energy
spectrum for the EJ301 reference detector and
prototype detector.

Figure 9. STNG (14.1 MeV) neutron light
output spectrum for EJ301 reference detector
and prototype detector.

Figure 10. Unfolded STNG neutron (14.1
MeV) energy spectrum for the EJ301 reference
detector and prototype detector.

The relative efficiency of the prototype detector was determined by comparing the detected
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neutron rate to that measured in the EJ301 detector for the same source conditions. From
Table 1 it is clear that the prototype has a lower efficiency comparison to the reference detector,
however this is expected for a detector of this size since the scintillator is smaller. The energy
peak resolution for the 14.1 MeV neutrons is comparable for the two detectors, which implies that
the prototype is capable of high quality spectroscopy. In the work done previously by Comrie
[12] a detector consisting of a EJ299-33 plastic scintillator of the same dimensions coupled to two
SiPMs was presented. In comparison to this detector system the prototype does not perform as
well, with a lower efficiency and FoM, however it is suggested in Comrie’s work that the addition
of the second SiPM improved both of these characteristics significantly.

Table 1. Comparison of the EJ301 reference and prototype detectors for relative neutron
efficiency of both sources and 14.1 MeV energy peak resolution.

EJ301 Prototype

0.38Relative neutron efficiency (AmBe) 1.00
Relative neutron efficiency (STNG) 1.00 0.15
14.1 MeV energy peak resolution 1.64 ± 0.09 1.63 ± 0.08

4. Conclusions and future work
Overall the compact spectrometer shows promise. However improvements to the design and
characterisation at higher energies are needed. Work is currently underway to improve and
optimise the design of the detector presented using GEANT4 simulations. In addition to this,
the next detector design will likely feature two SiPMs in order to improve light collection which
will improve detection efficiency and PSD quality. The updated detector will be characterised
with neutrons over the full energy range of interest at the UCT n-lab (1-14 MeV), AMANDE
fast neutron facility at the IRSN in France (1-20 MeV) and iThemba LABS fast neutron facility
(30-100 MeV). Measurements will also be made in real in-flight scenarios on both local and
international flights.
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Abstract. We propose a new approach to search for new resonances beyond the Standard
Model (SM) of particle physics in topological configurations using Machine Learning techniques.
This involves a novel classification procedure based on a combination of weak-supervision and
full-supervision in conjunction with Deep Neural Network algorithms. The performance of
this strategy is evaluated on the production of SM Higgs boson decaying to a pair of photons
inclusively and exclusive regions of phase space, for specific production modes at the Large
Hadron Collider (LHC), namely through the gluon-gluon fusion, the fusion of weak vector
bosons, in associated production with a weak vector boson, or in association with a pair of
top quarks. After verifying the ability of the methodology to extract different Higgs signal
mechanisms, a search for new phenomena in high-mass diphoton final states is setup for the
LHC.

1. Introduction
After the discovery of a Higgs boson (h) [1, 2, 3] at the Large Hadron Collider (LHC) by the
ATLAS [4] and CMS [5] experiments, a number of anomalies have been identified based on
discrepancies in the production of leptons at these experiments [6]. These anomalies join a
number of phenomena that represent a significant experimental evidence, such as Dark Matter,
the origin of neutrino mass, the matter-anti-matter asymmetry, in addition to a number of
theoretical problems [7].

Machine Learning (ML) can play a significant role in solving these problems, by searching for
resonances in corners of the phase-space that are either unexplored or poorly covered by the cut-
based analysis strategy. Therefore, in this paper we extend the applications of machine learning
in high energy physics to the search for new physics at the LHC, using weak supervision learning
with topological requirements. The approach is intended to identify different phase-space of the
resonances, since they are expected to be generated with different production mechanisms at the
LHC and it is adequate to extract more subtle signals in the data without relying on a specific
model of the signal with a particular set of parameters. We have organised this paper as follows:
section 2 describes the simulation of both background and signal processes of the production
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of the SM Higgs boson decaying to a pair of photons at the LHC, as a benchmark. Section 3
briefly introduces weak supervision learning classification and the used deep neural network
(DNN) architecture. The performance of the weak supervision classification will be evaluated in
section 4. Section 5 proposes an approach for the search for new physics, where weak supervision
learning is restricted to the topological configurations of the phase space, such as number of b-
tagged jets, number of leptons, vector boson fusion topology, etc... Finally, section 6 summarises
the study with suggestions and prospects for the future search of resonances at the LHC.

2. SM Higgs datasets and event selection
The performance of the ML classifier, described in section 3, is tested on simulated Higgs to
di-photon (pp → h → γγ) events as a benchmark. We focus on the proton-proton collisions
at the LHC with a centre-of-mass energy of 13 TeV. Background and signal Samples were
produced using MadGraph5 aMC@NLO 2.6.7 with Next-to-Leading Order accuracy in QCD [8].
The parton showering and hadronization were simulated with PYTHIA 8.2 [9] using ATLAS A14
event tuning and NNPDF2.3 LO parton distribution function set [10]. Events were processed
with Delphes 3 [11], which provides an approximate fast simulation of the current ATLAS
experiment. Events of interest were simulated by imposing a set of generator-level cuts, where
the transverse momentum of the photons is required to be greater than 25 GeV and the di-photon
invariant mass to be between 105 and 160 GeV. Hadronic jets were reconstructed using the anti-
kt algorithm [12] with the radius parameter, R = 0.4, as implemented in the FastJet 3.2.2 [13]
package. Jets with pT > 30 GeV and |η| < 4.7 are considered. In addition, jets originating
from bottom quarks are identified as b-jets with b-tagging algorithms [14]. Reconstructed jets
overlapping with photons, electrons or muons in a cone of size R = 0.4 are removed. Electrons
and muons are required to have pT > 25 GeV and |η| < 2.5. Finally, an inclusive event selection
of at least two photons, that have pT > 25 GeV and |η| < 2.37, is applied. The reconstructed
di-photon invariant mass spectra, mγγ , for signal and background are shown in figure 1.
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Figure 1. Di-photon invariant mass spectrum
at 13 TeV of proton-proton collision, corre-
sponds to an integrated luminosity of 36.1 fb−1.
The different production mode of the Standard
Model Higgs boson samples, are normalised to
the cross sections times the di-photon decay
branching ratio.
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3. Weak supervision classification and DNN architecture
The main purpose of supervised learning is to train a model on fully labelled data where each
training example x~i comes with a label yi ∈ {0, 1}, in a case of binary classification task. The
model is trained to minimise the loss function which can be in a form of binary cross-entropy:

`(y, ŷ) = −y · log ŷ + (1− y) · log(1− ŷ), (1)

where ŷ is the model output and y is the target output (1 for signal and 0 for background).
In the case of weak supervision [15], the learning phase during this paradigm takes place on
partially/weakly labelled data set [16]. These weakly labelled data is then used by the classifier
for the training. Contrariwise of the the full supervision (see equation 1), weak supervision uses
the following equation:

fweak = argminf :Rn→[0,1]

∑
K

`

(
1

|K|
∑
i∈K

ŷi, yK

)
, (2)

where K denotes training data batches and yK is the signal ratio in each batch. The performance
of weak supervision was compared to that of full supervision in [18] and weak supervision
achieved reasonable results, despite knowing only a fraction of the labels.

Figure 2. DNN architecture for the classification of events as background or signal in this
study, with the "Layout=TANH|26,TANH|26,TANH|13,LINEAR" configuration.

Events from the simulated dataset are classified using a DNN algorithm, as implemented in
the package ROOT [19] and the TMVA [20] data processing framework. The DNN architecture
implemented in this study consists of an input layer, three hidden layers and an outer layer.
The input layer consists of 13 neurons, which represent the kinematic features of the dataset.
The three hidden layers are made up of 26, 26 and 13 neurons, respectively. The output layer
consists of a single neuron. Two activation functions are used here: a hyperbolic tangent for
the hidden layers, and a sigmoid function for the output layer. Since we are dealing with a
binary classification problem, where the events are classified as signal or background, the cross-
entropy (see equation 1) is used as a loss function. The training of the classifier is divided into
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three stages. The first stage begins with a learning rate of 10−2 and a momentum of 0.9. In
order to avoid overtraining the classifier, the weights are regularised using the L2 option, which
multiplies a scaling factor of 10−3 to the norms of the weight matrices. For the second training
stage, learning rate and momentum are reduced to 10−3 and 0.5, respectively. For the final
training phase, the learning rate is set to 10−2 and the momentum to 0.3. Figure 2 describes
the network topology and the input variables used in this study.

4. Weakly supervised learning for the classification of the SM Higgs boson
For the weak supervised learning study on the Higgs production mechanisms, the signals and
background processes are mixed in the Higgs invariant mass window of 120 GeV to 130 GeV. The
sideband contains only pure background in the region between 105 GeV and 160 GeV, excluding
the signal mass window. The purpose of this procedure is to evaluate the ML algorithm’s ability
to classify a signal from an unknown mixture of signal and background, with respect to pure
background in the sideband. According to the receiver operator characteristic (ROC) analysis
results shown in figure 3, it is evident that weak supervision is capable of separating different
signal candidates. However, the signal and background classification is not satisfactory when
compared to full supervised learning (see table 1). Given these points, weak supervision seems
to be inefficient due the complexity of the phase-space explored here. For that reason a guided
weak supervision method with topological requirements is introduced. This will be discussed
explicitly in section 5.
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Figure 3. Weakly supervised ROC curves, us-
ing DNN classifier for different Higgs produc-
tion mechanisms.

Table 1. Comparison of the integral of the ROC curve response from different supervised
learning methods.

Process Full Supervision Weak Supervision

ggF 0.780 0.675
VBF 0.965 0.804
Wh 0.951 0.842
Zh 0.936 0.796
tt̄h 0.997 0.773
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5. Weak supervision learning with topological requirements
The performance of the weak supervised learning seems to be inefficient to separate different
signal candidates, due the complexity of the phase-space explored here. Therefore there is a
need to implement the method that we refer to as the guided weak supervision method. In
guided weak supervision, the training is restricted to the topological signatures derived from
selected production mechanisms. The effectiveness of this methodology is evaluated and verified
on the VBF, Wh and tt̄h production mechanisms. The results are quantified and compared to
the inclusive weak supervision in table 2.

The SM Higgs boson production mode through VBF represents the second largest cross
section at the LHC. The VBF mechanism in the SM entails the scattering of two quarks,
leading to two hard jets in the forward and backward regions of the ATLAS detector with
high di-jet invariant mass, mjj . These topological characteristics can be exploited by the DNN
to distinguish VBF from backgrounds and other production mechanisms. In this context, the
VBF topology is defined as events with at least two jets. This is followed by a signal significance
scan using mjj and the pseudorapidity separation between the two leading jets, ∆ηjj . We use the
signal significance scan to maximise the relative contribution of the VBF production mechanism
and minimise the background yield as much as possible.

A similar test is performed on the associated production of Higgs boson, with a W gauge
boson, where the neural networks are trained separately with two topological features from the
Wh final states. This includes leptonic and hadronic decays of the W boson. The performance
of weak supervision classification also experiences improvements with topological requirements
and is able to isolate the Wh process.

In addition, the guided weak supervision is tested on the production of the Higgs boson in
association with top-antitop quarks. Since the relative contribution of the top-antitop quark to
the total Higgs boson production is less than 1%, it becomes challenging to extract this signal
process. Most prominently, this is found to be the case for weak supervision. However, the test
is performed by requiring two topological characteristics, representing a fully hadronic (at least
two central jets) and semi-leptonic (at least one b-jets and one lepton) decays of top quark from
tt̄h process.

Table 2. Summary of the ROC integrals for VBF, Wh and tt̄h with different topological
requirements, compared to inclusive weak supervision learning.

Process Weak Supervision ROC Integral

VBF

0.804
0.951
0.881
0.912

Inclusive
Njets ≥ 2, ∆ηjj > 0, mjj > 1000 GeV
Njets ≥ 2, ∆ηjj > 0, mjj > 800 GeV
Njets ≥ 2, ∆ηjj > 0, mjj > 600 GeV
Njets ≥ 2, ∆ηjj > 0, mjj > 400 GeV 0.873

Wh
Inclusive 0.842
Hadronic 0.907
Leptonic 0.902

tt̄h
0.773
0.880

Inclusive
Nb−jets ≥ 1, Nleptons ≥ 1
Nb−jets ≥ 2 0.950
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6. Discussion and conclusions
Machine learning may play a significant role in the deeper exploration of the phase-space
available at the LHC. We introduce signatures and loose topological requirements before
the implementation of weak supervised training. The impact on the signal efficiency and
background rejection, in this approach, is evaluated for the different production mechanisms,
where significant improvements are observed with respect to the implementation of weak
supervision inclusively. This is referred to as guided weak supervision. While weak supervision,
as setup here, has the advantage of not relying on a model for the signal it is necessary to restrict
the phase-space where the sideband and the signal region are confronted with each other. While
signature and topological requirements are driven by physics considerations, the search is not
biased by the phenomenology of a model with a particular set of parameters.

The performance of the approach has been evaluated with the SM Higgs boson as a
benchmark. The signatures and topologies used here in principle can be used in the search for
heavier or lighter SM Higgs-like bosons. Provided that the topological requirements are loose
enough, these can be used for more generic searches of bosons. For instance, it is well motivated
to apply weak supervision in the presence of a b-tagged jet, while requiring a maximum amount
of jets in order to remove potential signals in association with top quarks. This can be extended
to other types of searches, such as search for resonances in multi-particle cascades.
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Abstract. Accurate nuclear data is a key factor in determining the suitability and reliability
of many theoretical nuclear models and large-scale calculations. One of the main ingredients
of these calculations is how nuclei respond to an electromagnetic field. The excitation of the
isovector giant dipole resonance (GDR) is of particular importance in both nuclear structure
studies as well as being the main mode of interaction of ultra-high-energy cosmic rays with the
extra-galactic medium en route to Earth. This study investigates the photoabsorption cross
section in the region of the GDR in 24Mg through the use of proton inelastic scattering and the
equivalent virtual photon method. The K600 spectrometer at the iThemba LABS facility was
used to obtain high resolution, low background 24Mg(p,p’)24Mg* inelastic scattering data. The
virtual photon absorption method is described and the (p,p’) spectrum that will be converted
from a double-differential cross section to a photoabsorption cross section is presented.

1. Introduction
The field of nuclear astrophysics is littered with examples of calculations that require accurate
experimental inputs to replicate and describe physical systems [1]. One of the pertinent
examples of these calculations is a simulation of the propagation of ultra-high-energy cosmic
rays (UHECR) that break up through absorption of the Lorentz-boosted cosmic microwave
background, which requires input from hundreds of nuclei below mass 56 [2]. Obtaining all of
the necessary quantities for all of these nuclei is unfeasible; however, some of the nuclei are of
much greater importance and dominate these processes and model validations. This project
aims at extracting the total photoabsorption cross section in the energy region of the isovector
giant dipole resonance (IVGDR) for one of the keystone nuclei in this calculation: 24Mg. This is
done through relativistic Coulomb excitation of the IVGDR in 24Mg, which falls in the energy
region from 16-23 MeV, along with the use of the virtual photon absorption technique [3].
An exhaustive amount of E1 gamma transitions occur through this channel and it is a strong
indicator of the reaction mechanism through which the energy and mass composition of the
UHECR will be modified during the propagation path.

2. Experimental Methods
The K600 magnetic spectrometer at iThemba LABS is one of the few facilities in the world
that can deliver high-resolution, low-background spectra for 0◦ measurements[4] and is shown in

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 169



Figure 1. Schematic diagram of the K600 magnetic spectrometer at zero degrees mode.[4]

Fig. 1. The separated sector cyclotron (SCC) accelerates protons to 200 MeV and they are then
transported to the target chamber using a series of magnets and beamlines. The unreacted beam
is separated from the reacted beam using a magnetic spectrometer consisting of two dipoles, a
quadrupole and two trim coils. The focal-plane detectors consists of two paddle scintillator
detectors and two multi-wire drift chambers. The spectrometer is used in high-dispersion mode,
where the focal plane angle of the detectors corresponds to a scattering angle between 0◦ and
2◦. The 24Mg target was hot rolled in argon atmosphere to a thickness of 2mm and an areal
density of 2.1mg/cm2.

3. Theoretical Considerations
The use of 200 MeV protons at 0◦ scattering angle allows one to access a reaction system that
greatly favours the IVGDR E1 excitation via Coulomb interaction. This is convenient because
it limits the interference between the nuclear and Coulomb interactions, thus eliminating the
arduous process of disentangling different contributions to the spectrum. One of the methods
used to characterise and calculate the Coulomb excitation of the nucleus is virtual-photon
production method, which recasts the electromagnetic interaction between the projectile and the
target as a spectrum of virtual photons that are absorbed by the target [6]. The calculation of
virtual photon production in this work was done using a code provided by Carlos Bertulani based
on the methods described in reference [3]. This approach allows the equivalent photoabsorption
cross section to be extracted from the double-differential cross section obtained in the experiment
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Figure 2. The Calculated number of virtual photons produced in the angular range of the K600
spectrometer. This is used in conjunction with the double differential cross section calculation
to calculate the total E1 photoabsorption.

in the following way:

d2σ

dΩdEγ
=

1

Eγ

dNE1σγ
πλ

dΩ
(Eγ). (1)

Here dNE1
dΩ represents the amount of E1 virtual photons that are produced per solid angle,

d2σ is the double differential cross-section and Eγ is the energy of the γ. The model used todΩdEγ
calculate the virtual-photon production is the Eikonal model and its main advantage over the
semi-classical model is that it does not exhibit asymptotic behaviour at small angles, which is
crucial to the implementation of the method at 0◦. The number of virtual photons produced
is calculated at regular intervals between 0◦ and 2◦ as can be seen in the left panel of Fig.
2. The right panel of Fig. 2 shows the weighted average of all of these calculations[3]. The
photoabsorbtion cross section is calculated by dividing the double differential cross section by
the right panel of Fig.2 and multiplying the result by the energy at each energy, thus solving for
σγ
πλ in Eqn. 1.

4. Results
The double differential cross section is calculated using the following formula:

d2σ

dΩdσ
=

1027 ·Nc

N0 · ρ ·D · ∆Ω · ∆E · εtot
(2)

Where:

• N0 is the amount of protons incident on the target.

• Nc is the number of counts in a bin.

• rho is the areal density of the target nucleus.

• ∆Ω is the solid angle of the detector used in the K600 and has a value of 3.41 msr.

• ∆E is the energy bin of the histogram.

• εtot is the efficiency of the VDC’s used in the K600.

• D is the alive time of the electronics used.
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Figure 3. The Extracted double-differential cross section using the procedures described in
sections 2 and 3.

The final result of the processes describe above are in the process of being calculated from
the double-differential cross-section shown in Fig. 3. Still present in this spectrum is the
background from higher multipolarities and quasi-free particle scattering. The quantification
of these backgrounds requires a rigorous DWBA calculation to estimate the relative strength
of the isoscalar giant quadrupole resonance in the area of interest 16 < Ex < 23 MeV and to
account for other higher energy, higher mulitpolarity contributions. After the calculation has
been finalised a meaningful comparison can be made to a previous (γ,abs) spectrum obtained
by Dolbilkin et al[6] and systematic calculations made using the RIPL database[7].
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Abstract. A search for tWZ production using events containing three leptons from Run 2
ATLAS proton-proton collision data with a centre of mass energy of 13 TeV will be presented.
An event selection scheme was developed using simulation to select tWZ events and to broadly
suppress background events. Events were then separated into mutually-exclusive regions of
phase space to increase the amount of tWZ events compared to background events, and to
calibrate the modelling of the backgrounds. Background events were further suppressed through
the use of Gradient Boosted Decision Tree (GBDT) machine learning algorithms. An event-level
GBDT was used to distinguish between tWZ and all backgrounds. Using the output score of
the event-level GBDT, a maximum likelihood fit, blind to data in the Signal Region, was used to
estimate the signal strength, µ, of tWZ production, where nuisance parameters were assigned
to theoretical and experimental systematic uncertainties. A signal strength of µ = 1.20+1.37 was
determined with an expected significance of 0.77σ, and an expected upper limit on µ of 2.61+2.25

−1.21

was also determined. These preliminary blinded results show that the search has the potential
to put the strongest ever constraint on tWZ production, but does not have the potential to
observe tWZ production as predicted by the Standard Model.

1. Introduction
The Standard Model (SM) of particle physics describes the current understanding of the
fundamental components of matter and three of the four fundamental forces. It has thus far
stood up to every experimental test to which it has been subjected, and with the discovery of the
Higgs Boson [1, 2] in 2012, the last major piece of the SM has been confirmed. However, even
with the success of the SM, it is unable to address some unanswered questions about matter and
forces in the universe. Gravity is not included in the SM, there is no explanation for why the
Higgs boson mass seems to arise from very precise cancellations of different contributions [3],
and there is no explanation for dark matter [4]. The current goal of particle physics is to search
for solutions to these problems by testing the predictions of the SM in the hope of finding hints
of Beyond the SM (BSM) physics that could provide solutions to these problems.

The Large Hadron Collider (LHC) is capable of colliding particles at high energies that have
never been attained in a lab environment, and is capable of producing collisions at rates far
higher than previously achieved. Due to its high energy and high collision rate capabilities, the
LHC can produce a significant number of top quarks. This is of interest because as the heaviest
elementary particle, the top quark serves as a unique probe in searches for BSM physics at high
energies [5]. Furthermore, the ATLAS detector [6] is one of two general purpose experiments at
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the LHC designed to collect pp collision data that can be used to test the properties of the top
quark.

A search is presented for a rare and unobserved production process of a top quark produced in
association with a W boson and a Z boson (tWZ production) using run 2 data from the ATLAS
detector at the LHC. This is done with the goal of constraining the electroweak couplings of the
top quark since these serve as interesting probes of BSM physics [5].The Signal Region (SR),
which is the region where the measurement of the cross section is performed, remains blind to
run 2 data as this search is part of an ongoing ATLAS analysis and one does not want to be
biased by looking at the data in the SR before all other aspects of this analysis are in place.

2. tWZ production and backgrounds in the trilepton channel
In order to reduce the number of background events in the search for tWZ production, a
trilepton decay channel was chosen. In Figure 1, an example Feynman diagram of this decay
channel is shown. This channel was chosen because in the case of less than three leptons,
hadronic background processes dominate to such an extent as to make it impossible to make a
measurement of tWZ production in these channels. The trilepton and four lepton channels were
considered for further study and the trilepton channel was chosen because it offered manageable
background production processes and offered reasonable statistical power.

Figure 1. An example Feynman Diagram is shown for tWZ production in the trilepton channel.

In the trilepton search, the WZ and tt̄Z production processes are the dominant source of
background events. In order to reduce these backgrounds, as well as other smaller backgrounds,
kinematic selections and Machine Learning algorithms were used. This is necessary because of
the similar decay products being produced by these processes in the trilepton channel, as well
as the much larger cross sections of these processes when compared to tWZ production.
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Before trying to distinguish between these two processes and tWZ production, one must
check that these processes are well modelled. This is done using a Control Region (CR) for each
of these main process. The CRs are also used to constrain these backgrounds in the fit. In Figure
2, the SR for tWZ production and the CRs for WZ and tt̄Z are shown. The simulation for the
dominant backgrounds and smaller backgrounds are shown by stacked coloured histograms, and
the Run 2 data is shown by the black dots in the two CRs. A normalized distribution of tWZ
events is shown by a dotted black line and this shows that tWZ production is most abundant
in the SR as desired. The simulation and data agree within uncertainty. This implies that the
simulation is well modelled by the data and because these regions are enhanced in the main
backgrounds, this implies that these main backgrounds are well modelled by simulation.

Figure 2. The tWZ SR, WZ CR, and the tt̄Z CR are shown. The SR is blind to data and
Run 2 data is shown in the CRs.

3. Event-level GBDT
In this search, an event-level Gradient Boosted Decision Tree (GBDT) is used to distinguish
between tWZ production and its main backgrounds. A GBDT is a machine learning algorithm
that is trained on several input features to learn the differences between tWZ and the
backgrounds. The chosen input features contain information that is useful for making this
distinction. In this case, the input features were kinematics of objects in the event, and high level
variables that made use of key differences between tWZ production and the main backgrounds.
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After training on the input features, the event-level GBDT gives output scores for events
based on the values of the features. A score closer to 0 is deemed to be more like a background
event, and a score closer to 1 deemed to be more like a signal event. In Figure 3, the output for
simulation in the tWZ SR is shown, with the normalized number of signal events shown by a
dotted line. According to this figure, the event-level GBDT is effectively distinguishing between
tWZ production and the main backgrounds since the dotted line shows more events with higher
scores.

Figure 3. A histogram of the event-level GBDT scores is shown for simulation. A normalized
distribution of tWZ events is shown by a dotted line.
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4. Results
The signal strength, µ, of a process is the observed cross section divided by the SM prediction
of the cross section (σobs/σSM ). This is used easily see any deviations from the SM prediction.
The signal strength of tWZ production is determined using the TRexFitter framework [7] for
binned template profile likelihood fits. To determine the signal strength, event-level GBDT score
histograms are used in the tWZ SR and the CRs. Since this search is blind in the SR, a dataset
constructed from a background-only fit in the CR, is used in the SR to give a more accurate
estimation of the sensitivity of this search.

Using the TRexFitter framework [7], a signal strength of µ = 1.20−
+1
1
.
.
37
29 is determined with

an expected significance of 0.77σ. This value is not at the 3σ level required in particle physics
to constitute evidence. Therefore, an expected upper limit is placed an the signal strength as
a measure of the sensitivity of the current setup. An expected upper limit of 2.61−

+2
1
.
.
25
21 was

determined.
From this fit, the main systematic uncertainties can be determined. In Figure 4, a ranking

plot of the main systematic uncertainties are shown with those having the greatest impact
appearing at the top. Based on this figure, the normalization uncertainties on the cross sections
of WZ and tt̄Z production still have the greatest impact on this measurement, and a future
measurement would greatly benefit from further suppressing these backgrounds. However, this
measurement is strongly statistically limited and would benefit more from Run 3 data from the
ATLAS detector.

Figure 4. A ranking plot of the main systematic uncertainties ordered by impact is shown.

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 178



5. Conclusion
In the search for tWZ production in the trilepton channel, data and simulation from the Full
Run 2 dataset of the ATLAS detector was used. An event selection scheme was applied to
select tWZ events and to broadly suppress background events. Signal and Control Regions
were chosen to perform this search and check the modelling of the background processes. Then
GBDTs were used to suppress the main backgrounds.

A signal strength of µ = 1.20−
+1
1
.
.
37
29 was determined with an expected significance of 0.77σ, as

well as an expected upper limit of 2.61−
+2
1
.
.
25
21. Given these expected results, one expects to be

able to put the tightest limits ever on this rare and interesting production process.
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Abstract. The top quark is the heaviest particle in the Standard Model and reducing the
uncertainty of the top quark mass directly speaks to/ affects precision tests of the consistency
with the Standard Model, where breaks from this consistency would point to the existence
of more massive particles beyond the Standard Model. Since the top quark decays before
hadronizing, either the kinematic properties of the decay products or measurements of the
rate of the top quark production have been used to measure the mass of the top quark. The
majority of measurements consider various decay modes of the W boson with no specification on
the decay of the b-quark when utilizing the kinematic properties of the decay products. These
measurements are predominantly limited by uncertainties related to the reconstruction of jets.
However, there is a top quark decay mode which is largely independent of the aforementioned
uncertainty which requires large amounts of data due to its low production rate. This decay
mode includes a J/ψ meson originating from a b-hadron and a semi-leptonic decay of the W
boson. The invariant mass reconstructed from the J/ψ meson and lepton is sensitive to the
top quark mass. This paper describes a maximum likelihood approach to extract the top quark
mass from a probability density function, pdf, while studying the impact of the correlations
between each of the pdf parameters.

1. Introduction
The top quark is one of the most interesting fundamental particles in the Standard Model (SM)
because the top mass impacts many areas within the SM and in new physics Beyond the SM
(BSM) [1–3]. The current average Monte Carlo (MC) top mass of 172.26 ± 0.30 GeV [4] was
determined by combining the kinematics of the top quark’s decay products, i.e. jets [5] and
leptons. These jets and leptons originated from a primary decay of the top quark (i.e. into a W
boson and a b quark) which has a branching fraction of 95.7±3.4% [4]. There are other ways
to measure the top mass which takes advantage of top quark cross section measurements [2], as
well as different ways to quote the top mass depending on the renormalization scheme [6].

The largest source of uncertainty associated to top mass measurements using jet kinematics
is jet reconstruction [7–10]. There are however different top quark decay modes that depend
less on jet reconstruction and may produce a more precise top mass measurement. The decay
mode of interest consists of a lepton originating from a W boson and two oppositely charged
muons decaying from a J/ψ meson which originated from the b quark. This decay mode is
largely independent of the jet reconstruction uncertainty. Due to the large amount of data
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recorded by the Large Hadron Collider (LHC) during 2015-2018 [11], this decay mode can now
be probed [12].

The invariant mass reconstructed from the lepton from the W boson and two oppositely
charged muons from the J/ψ (i.e. three lepton system) is sensitive to the top mass [13]. This
paper describes a maximum likelihood approach to extract the top quark mass from a probability
density function (pdf) while studying the impact of the √correlations between each of the pdf
parameters using simulated proton-proton collision data at s = 13 TeV, corresponding to an
integrated luminosity of 139 fb−1 [14, 15].

2. ATLAS Detector
ATLAS [16] is a general-purpose detector designed to capitalize on the full potential of the
LHC [11]. The magnet system consists of a superconducting solenoid surrounding the Inner
Detector (ID) and three large superconducting toroids, one barrel and two end-caps, arranged
azimuthally symmetric outside the calorimeters and within the Muon Spectrometer (MS). The
ID performs precise particle reconstruction and identification of the collision point over |η| <
2.5, while the calorimeters measure the energy and position of particles over |η| < 4.9. The MS
surrounds the calorimeters and identifies and measures muon up to |η| < 2.7. These components
are integrated with a Trigger and Data Acquisition system and a computing system which selects
events which consist of high transverse momenta particles or large missing transverse energy,
and stores them for further analysis.

3. Event Selection
The `+J/ψ top quark decay signature requires the W boson to decay leptonically into either an
electron or a muon, at least 1 b-tagged jet and two oppositely charged muons with an invariant
mass around that of a J/ψ meson (i.e. 3096.900 ± 0.006 MeV). To enhance the selection of a√omlepton originating fr a real W boson, a quantity known as the transverse mass of the W boson,

mT(lepton,ET
miss) = 2pT(lepton)ET

miss(1− cos(φ(lepton)− φ(ET
miss))), was used. This quantity

combines the kinematics of the lepton and the missing transverse energy (which represents the
transverse kinematics of the neutrino). The kinematic requirements to extract the `+J/ψ top
quark decay signature is summarized in Table 1, where the definitions of the different observables
can be found in reference [17–20]. The background estimation of this event selection can be found
in [21].

Table 1. A table with the kinematic criteria for t → `+J/ψ events is shown.
Description

Electron (Muon) selection

Kinematic criteria

Exactly 1 lepton with pT > 25 GeV, |η| < 2.5
|∆z0 sin θ| < 0.5 mm, |d0|/σd0 < 5 (3), isolation Gradient

Jet selection At least 1 b-tagged jets with pT > 25 GeV & |η| < 2.5
Missing transverse momentum selection Emiss

T > 20 GeV
Real W boson selection mT(lepton,ET

miss) > 40 GeV
J/ψ muon selection pT > 2.5 GeV if |η| < 1.3, pT > 3.5 GeV if 1.3 < |η| < 2.5

J/ψ selection pT > 8 GeV, |y| < 2.1, 2.9 < m(µ+µ−) < 3.3 GeV, τ > 0 ps

4. Building the model to extract the top mass
The top mass can extracted using a maximum likelihood method with the invariant mass of
the three-lepton system. Several top quark pair events were simulated within ATLAS using
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different top quark masses (i.e. 169, 171, 172, 172.25, 172.5, 172.75, 173, 174 and 176 GeV).
The three-lepton mass distribution can be modelled by the sum of a Gaussian [22], representing
the signal component, and a Gamma distribution [22], representing the background component.
The signal component originates from pairing the lepton from the W and the two-oppositely
charged muons from the J/ψ from the same top quark, whereas the background component
originates from pairing the leptons from different top quarks as well as from possible non-
correlated backgrounds [13].

4.1. Parameter correlations
The parameter values in the pdf can be determined by fitting over the three-lepton mass
distribution from the different top masses. Figure 1 shows the data distribution with the pdf
fit over the mtop = 172 GeV (a) and mtop = 172.5 GeV (b) tt̄ MC samples. The y-axis shows
the number of raw events while accounting for the different detector effects. The relationship of
these parameters to the top mass can then be determined to form a pdf that is solely dependent
on the top mass. However, these parameters are correlated to some degree (see Table 2) and
could affect the model.

(a) (b)

Figure 1. The three-lepton mass distribution showing the pdf fit (blue) with the signal (red)
and background (green) over the mtop = 172 GeV (a) and mtop = 172.5 GeV (b) tt̄ MC samples.
The y-axis shows the number of raw events while accounting for the different detector effects.

Determining the relationships between each parameter and the top mass can be done by
fitting a straight line. However, this does not account for the correlations between the different
parameters. A χ2 function that incorporates the different correlations by using the inverse of
the covariance matrix as discussed in G. Cowan - Statistical data analysis [23] and is shown
below

χ2(θ) =
N∑

i,j=1

(yi − λ(xi;θ))(V −1)ij(yj − λ(xj ;θ)) (1)
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Table 2. A table showing the correlation strengths between the pdf parameters after fitting
over the mtop = 172.5 GeV tt̄ MC sample.

Parameters µGauss σGauss γGamma βGamma µGamma

µGauss 1 -0.37

fractionGauss

-0.37 -0.10 -0.11 -0.23
σGauss -0.37 1 0.83 -0.41 0.58 0.63

fractionGauss -0.37 0.83 1 -0.52 0.73 0.57
γGamma -0.10 -0.41 -0.52 1 -0.92 -0.72
βGamma -0.11 0.58 0.73 -0.91 1 0.66
µGamma -0.23 0.63 0.57 -0.72 0.66 1

ij

where yi are the measured parameter values, λ(xi;θ) are the expected values (or straight line
equations), and V −1 is the inverse of the covariance matrix. The straight line equations take the

form parameter = a(mtop-172.5)+b. The various values for a and b can be found in Table 3 for
the different parameters with and without accounting for the correlations. Without considering
the correlations, all the parameters except the fraction of Gaussian shows top mass dependence.
The Gamma’s parameter’s were not expected to have any top mass dependency. However,
including the correlations removed the top mass dependence in the Gamma’s parameters, and
only the Gaussian’s parameters show a top mass dependence.

Table 3. A table showing the parameter relationships as a function of the top mass with and
without accounting for the parameter correlations.

Parameter

µGauss

Without correlations

a = 0.502 ± 0.031
b = 73.765 ± 0.060

With correlations

a = 0.538 ± 0.028
b = 73.775 ± 0.059

σGauss a = 0.187 ± 0.030
b = 21.447 ± 0.059

a = 0.171 ± 0.024
b = 21.437 ± 0.058

fractionGauss a = 0.00002 ± 0.00002
b = 0.462 ± 0.002

a = -0.00003 ± 0.00002
b = 0.459 ± 0.003

γGamma a = 0.004 ± 0.004
b = 2.111 ± 0.007

a = -0.0001 ± 0.0001
b = 2.101 ± 0.009

βGamma a = 0.1660 ± 0.0784
b = 43.613 ± 0.160

a = -0.0015 ± 0.0016
b = 43.542 ± 0.208

µGamma a = -0.065 ± 0.028
b = 9.691 ± 0.062

a = 0.0014 ± 0.007
b = 9.789 ± 0.078

4.2. Testing the performance of the model
The parameter relationships can be substituted into the pdf yielding a pdf with only the top mass
as a parameter. The pdf will then determine the top mass which best fits the data distribution.
However, the performance of the model has to be tested. This was done by performing a pull
study which tests the bias and error coverage of the fit. The pull is defined by the measured value
minus the true value divided by the error in the measured value and is Gaussian in shape. The
pull mean describes the bias in the measured value while the pull width describes the accuracy
in the error. For no bias and an accurate error estimation, the pull mean and width must be
consistent with 0 and 1 within standard deviation (or 1σ), respectively.
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In order to create a pull distribution, 5000 pseudo-datasets were randomly generated by
inserting the true mass value into the pdf and fitting the pdf over each pseudo-data to obtain
the measured value and error of the top mass. Figure 2 shows the pull distributions without (a)
and with (b) accounting for the correlations when the true mass values is mtop = 172.5 GeV.
A Gaussian was fit over the pull distribution to determine the pull mean and width. This was
done for the nine different top mass values to estimate the pull mean and width as a function
of the top mass.

(a) (b)

Figure 2. The pull distribution without (a) and with (b) accounting for the various parameter
correlations in the pdf when using mtop = 172.5 GeV as the true top mass value. The red line
shows a Gaussian fit over the distribution.

Figure 3 shows the pull mean without (a) and with (b) accounting for the parameter
correlations as a function of the top mass. The expected pull mean of the model is not consistent
with 0 within 1σ when not considering, but is consistent with 0 within 1σ when considering the
parameter correlations. This shows that without considering the parameter correlations, the
model would have produced a bias in the measured value. Figure 4 shows the pull width without
(a) and with (b) accounting for the parameter correlations as a function of the top mass. The
expected pull width of the model is not consistent with 1 within 1σ when not considering, but
is consistent with 1 within 1σ when considering the parameter correlations. This shows that
without considering the parameter correlations, the model would have underestimated the error
in the measured value.

5. Conclusion
Measuring the MC mass of the top quark using the `+J/ψ decay signature reduces the
dependency on jet reconstruction. The three-lepton mass distribution is sensitive to the
top mass which can be determined using a maximum likelihood approach. This maximum
likelihood approach contains a pdf that consists of a Gaussian (signal) and a Gamma function
(background). The parameters from the Gaussian and Gamma functions are correlated in the
pdf. Not accounting for these statistical correlations in the parameters would have produced a
bias and underestimated the uncertainty in the top mass measurement in data. After accounting
for these parameter correlations, the model showed to have no bias and accurately estimates the
uncertainty in the top mass measurement.
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(a) (b)

Figure 3. The pull mean as a function of the top mass without (a) and with (b) accounting for
the parameter correlations. The solid black line represents the expected pull mean of the model
and the value can be found on the top left of the figure.

(a) (b)

Figure 4. The pull width as a function of the top mass without (a) and with (b) accounting
for the parameter correlations. The solid black line represents the expected pull width of the
model and the value can be found on the top left of the figure.
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Abstract. Presented are the studies of the production of the Standard Model Higgs boson in
association with a W or a Z boson, where the Higgs boson decays to bb̄ and the W/Z bosons
decay leptonically. The data used is the full Run-2 ATLAS dataset, corresponding to 139 fb−1 of
in √tegrated luminosity, which was collected in proton-proton collisions at a centre of mass energy
of s = 13 TeV. At this energy, the H → bb̄ decay has a branching fraction of ∼ 58%, so this
study allows the probing of the dominant Higgs boson decay mode. This production mode also
provides the best sensitivity to the WH and ZH interactions and allows the study of the Higgs
boson at high transverse momentum, both of which are important for the interpretation of the
Higgs boson measurements in Effective Field Theories. The focus of the latest round of this
analysis is to measure the cross-sections using the Simplified Template Cross Section method.
Here, the cross sections are measured as a function of the W/Z boson transverse momentum in
different fiducial volumes based on kinematic selections. In particular, the jet pT selections are
studied to see if any improvements can be achieved by tightening the selections.

1. Introduction
The dominant decay of√the Higgs boson is to two bottom quarks (H → bb̄), with a branching
fraction of ∼ 58% at s = 13 TeV [1]. However, when searching for these events with the
dominant Higgs boson production mode of gluon-gluon fusion, the multi-jet backgrounds are
too large. Therefore, if we instead look at the production of the Higgs boson in association
with a vector boson V (W/Z boson), we can use the leptonic decays of the vector bosons to
help reduce those backgrounds [2]. A Feynman diagram of this process is given in Figure 1.
This production and decay mode provides the best sensitivity of the Higgs coupling to the W/Z
bosons and allows the study of the Higgs boson at high transverse momentum. This sensitivity
and high momentum are important for the interpretation of the Higgs boson measurements in
Effective Field Theories (EFTs) [2]. Since b-hadrons are the only down-type hadrons that can
be effectively identified, this decay mode also allows the study of the Yukawa coupling of the
Higgs boson to the down-type quarks.
This paper will discuss the work going into improving the Simplified Template Cross Section
(STXS) measurements in the V (H → bb) analysis by tightening the jet transverse momentum
selections. The previous analysis [2] found no discrepancies in the cross sections between the
Standard Model and the data. The ATLAS detector is described in Section 2 and the event
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Figure 1. Feynman diagram for the V (H → bb̄) process. The W boson can only be produced
by the quark initiated process due to charge conservation, while the Z boson can be produced
via quark or gluon annihilations. The W/Z boson emits a Higgs boson which subsequently
decays into a bottom anti-bottom quark pair. The Z boson then decays leptonically into two
leptons or two neutrinos, while the W boson decays leptonically into a lepton and neutrino.

selections in Section 3. The STXS are explained in Section 4, with the new jet selections and
results in Sections 5 and 6 respectively.

2. The ATLAS detector

−√l 2

The ATLAS detector[3], located at the Large Hadron Collider[4] at CERN, is an all-purpose
particle detector with almost 4π coverage around the interaction point. The detector uses
cylindrical coordinates (r, φ) in the transverse plane, with φ being the azimuthal angle around
the z-axis. The pseudorapidity is defined as η = n(tan θ ), where θ is the polar angle and the

(∆φ)2 + (∆η)2. A convenient variable useddistance in (η, φ) coordinates is defined as ∆R =
is the transverse momentum pT = |p| sin(θ).
The detector is layered, with the inner layer being the Inner Detector (ID) used to track charged
particles and calculate their momenta, and covers the pseudorapidity range |η| < 2.5. This
is surrounded by a 2 T superconducting solenoid which bends the charged particles to allow
for momenta and charge measurements. Following this are the electromagnetic and hadronic
calorimeters used to measure the energy of the particles, covering the pseudorapidity range
|η| < 4.9. The final layer is the Muon Spectrometer (MS) and superconducting toroidal magnets.
The MS performs the same function as the ID but solely for muons, and the tracking covers the
pseudorapidity range |η| < 2.7 .

3. Event selections
The final objects for the V (H → bb̄) process contains leptons (e/µ) and two b-jets. For the Z
boson production, there is either the 0-lepton decay (Z → νν) or the two lepton decay (Z → ll).
The W boson only has a one lepton decay (W± → l±ν). This analysis is split into three channels
based on these leptonic decays of the vector bosons. For this paper, the focus will be on the
0-lepton channel. Since neutrinos are undetected in the ATLAS detector, a lepton veto is applied
to the events to ensure we have no reconstructed leptons in the final state. The events are then
split by the pT of the vector boson (pVT ), since the sensitivity is higher at larger pVT . In the
0-lepton channel, the missing transverse momentum (ET

miss) is used for pVT as this accounts for
the neutrino pT . The resultant pVT regions are 150 < ET

miss
T< 250, 250 < Emiss < 400 and

TE
miss > 400, with the split at 400 being new for this round of the analysis.

Events are then further split by the number of jets in the event, which are reconstructed using
the anti-kT algorithm[5] with a radius parameter of R = 0.4. For the 0-lepton channel, there
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Table 1. Some of the main selections for the analysis in the zero lepton channel.

Selection selection

Leptons
pVT regions

0 leptons
150 < pVT < 250
250 < pVT < 400

pVT > 400

> 20 GeV for central jets (|η| < 2.5)
> 30 GeV for forward jets (2.5 < |η| < 4.5)

Exactly 2
> 45 GeV

Jet pT

b-jets
Leading b-tagged jet pT

Jet categories Exactly 2 / Exactly 3 / Exactly 4

are the 2-jet, 3-jet and 4-jet regions, with 4-jet being new for this round of the analysis. The
jets need to pass a pT selection of 20 GeV if the jet is central (|η| < 2.5) or 30 GeV if forward
(2.5 < |η| < 4.5). A neural-network based tagging algorithm (DL1r [6]) is applied to the central
jets to identify the b-jets, and tuned to an average b-tagging efficiency of 70%. Exactly two
b-tagged jets are required, with the addition of the highest pT b-tagged jet having a pT larger
than 45 GeV. A summary of these selections is given in Table 1.

4. Simplified Template Cross Section
Usually when cross section measurements are performed, the differential cross section is
calculated using the entire phase space possible within the detector. However, for this analysis
a Simplified Template Cross Section (STXS)[7] measurement is performed which calculates the
cross section in smaller predefined kinematic regions. This reduces the theoretical uncertainties
directly folded into the measurement, and helps isolate certain BSM effects in each region. A
diagram for the STXS regions of the V (→leptons)H process is shown in Figure 2. These are
the regions that could possibly be studied and are defined by the theorists. They are split by
vector boson production, pVT and the number of additional jets above the two tagged jets. Due
to experimental and statistical constraints, not all of these regions are used and some have to
be merged. For example, in the previous round of the analysis [2], the five resultant regions
were; WH with 150 < pVT < 250 and pVT > 250, and ZH with 75 < pVT < 150, 150 < pVT < 250
and pVT > 250. In this round of the analysis, we are looking at splitting both the WH and ZH,
150 < pVT < 250 regions into zero and greater than zero additional jets regions, for which the
split can be seen in Figure 2, resulting in seven regions.
Important for this paper is that when the STXS theoretical calculations are performed, the
particle-level b-jets are selected to have pT > 20 GeV, while all other particle-level jets have
pT > 30 GeV. This is different to the reconstruction level selections which require all the central
jets to have pT > 20, and only the forward jets have pT > 30 GeV.

5. Optimising jet selections
The focus of the previous round of this analysis was to maximise the overall V H significance.
In this round, the focus is on improving the STXS measurements. As part of this improvement,
we are looking at changing the jet pT selections at reconstruction level, as shown in Table 1, to
match more closely with the theoretical selections as described in Section 4. The two possible
scenarios are to increase only the non-tagged central jet pT cuts to 30 GeV, or to increase all
central jet pT cuts to 30 GeV. The main motivation for the second option over the first is that it
would simplify the implementation, and so this scenario will be the focus of this paper. The hope
is that increasing the jet pT cuts will improve the correlation between the particle-level regions
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Figure 2. Diagram of the regions used in the STXS scheme for the V (→leptons)H production
[7]. The dashed lines show the theoretically possible regions that can be studied. However, due
to limited statistics and the ability of the detector, some of the regions experimentally can’t be
used or need to be merged. This leaves with us with five regions, defined by the blue boxes;
WH with 150 < pVT < 250 and pVT > 250, and ZH with 75 < pVT < 150, 150 < pVT < 250 and
pVT > 250. The red lines show the additional splits studied for this paper, giving seven regions.

(hereby referred to as STXS truth regions) and the reconstruction regions, i.e., that an event
that falls in the truth region of no additional jets (only the two tagged jets) and 150 < pVT < 250
also falls in the reconstruction region of two jets (only the two tagged jets) and 150 < pVT < 250.
The improved correlations should then increase the significance in the STXS fit and reduce the
uncertainties on the cross section measurements.

6. Results
In order to study the correlation between the regions, or bins, we can look at matrices like that
shown in Figure 3. In this plot, the y-axis has the nine reconstruction bins (three n-jet regions
each with three pVT regions), while the x-axis has the STXS truth bins. The entries are the
relative fraction of each reconstruction bin in each of the truth bins, in percentage, so the rows
add up to 100%. Ideally the main diagonal would all be 100%, but due to uncertainties in the
reconstruction, many events lie off this diagonal. As can be seen for the nominal case in Figure
3, with no change in the jet pT cuts, the correlations improve for increasing pVT and decrease for
increasing number of jets. The worst directly correlated bin (4-jet and 150 < pVT < 250) only
has 16.7% correlation.
For the case where all the central jet pT cuts have been increased to 30 GeV, the matrix is shown
in Figure 4. Clearly increasing the cut has improved the correlations overall. All the 2-jet bins
have decreased slightly by about 3.75%, although they did start off a lot higher than the other
bins. It’s nice to see that the worse the correlation in the bin was, the larger the improvement.
So for the worst bin discussed earlier, there is an improvement in the correlation by 118%, with
the other 4-jet bins improving by 80-100% and the 3-jet bins improving by 32-45%.
So for events with more than two jets, increasing the jet pT improves the STXS correlations, but
it slightly decreases in the 2-jet regions. Unfortunately, the 2-jet regions dominant in statistics
and correlations. It is therefore possible that the benefits of the increased cuts will only be seen
when the final STXS bins used for the fit are split into the zero and greater than zero additional
jets regions, as explained in Section 4. Without the split it is possible that the 2-jet regions
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Figure 3. The correlation matrix comparing the nine reconstruction bins (y-axis) to the STXS
truth bins (x-axis) for the nominal case. The bin values are the relative fractions in percent of
each reconstruction bin in each truth bin, so the rows add up to 100%. The direct correlations
between the reconstruction and particle-level bins lie on the diagonal from the bottom bin fourth
from the left up to the top right bin. The reconstruction bins are defined by the number of jets
in the event, while the truth bins are defined by the number of additional jets above the two
b-tagged jets in the event.

dominate and the improvements in the higher jet regions is lost. As part of the next steps in
this study, the full maximum likelihood fit will be performed in the STXS bins both with the
increased cuts and with the extra split in the different number of jets.

7. Conclusion
The production of the Standard Model Higgs boson in association with a W or a Z boson, where
the Higgs boson decays to bb̄ and the W/Z bosons decay leptonically, is an important process
due to the W/Z boson couplings to the Higgs boson and the decay of the Higgs boson in it’s
dominant decay channel to two bottom quarks. This process is being studied in the framework
of the Simplified Template Cross Section (STXS) and possible improvements over the previous
round are being explored. One of the ways for this is to increase the jet pT cuts at reconstruction
level to match more closely to the cuts applied at the STXS truth level.
By increasing the pT cuts of all the central jets from 20 GeV to 30 GeV, an overall improvement
in the correlation between the reconstruction and STXS truth bins is observed. In particular,
the regions with 3 jets improve by 32-45% while the 4-jet regions improve by 80-118%. There is
a very slight decrease in the 2-jet region of about 3.75%, but these regions started off with high
correlations. Future work would be to perform the full maximum likelihood fit in the STXS bins
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Figure 4. The correlation matrix comparing the nine reconstruction bins (y-axis) to the STXS
truth bins (x-axis) for the increased jet pT cut scenario. The bin values are the relative fractions
in percent of each reconstruction bin in each truth bin, so the rows add up to 100%. The direct
correlations between the reconstruction and truth bins lie on the diagonal from the bottom bin
fourth from the left up to the top right bin. The reconstruction bins are defined by the number
of jets in the event, while the truth bins are defined by the number of additional jets above the
two b-tagged jets in the event.

to determine if the increased jet pT cuts improve the significances as well, and if increasing the
cuts would still be beneficial if the fit is not split by the number of jets in the events.
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Abstract. In the beginning of 2025, the Large Hadron Collider (LHC) will be shutdown
in order for the final upgrades to the High Luminosity LHC (HL-LHC) to commence. This
will almost quadruple the amount of collisions in the LHC, increasing the amount of data the
detectors will have to deal with. Since the detectors were not designed to operate at these
levels, they will also need an upgrade to deal with the increased radiation, data rates and
amount of particles travelling through the detectors. One of the most extensive upgrades to
the ATLAS detector will be the replacement of the current Inner Detector (ID) with an all
silicon semiconductor based Inner Tracker (ITk). However, not only will the actual detector be
upgraded, but the simulation of the detector will also need to be updated to match this new
version. An accurate simulation of the detector is important since this is what is used to convert
the outputs of the theoretical calculations (be it Standard Model (SM) or Beyond the Standard
Model (BSM)) into a format that can be directly compared with the data coming from the
experiment. Presented is some of the work behind updating the simulation of the strip detector
in the ITk, from the sensors to the support structures and shielding components.

1. Introduction
With new physics searches pushing the limits of the current Large Hadron Collider (LHC) [1]
and its detectors, an upgrade of the LHC to the High Luminosity LHC (HL-LHC) [2] has been
planned. The principal upgrade will occur during the third Long Shutdown (LS3) starting at
the beginning of 2025 and ending in 2027 [3]. The upgrade will increase the instantaneous
luminosity to an ultimate value of Lins = 75 nb−1.s−1 [3], around 7.5 times the design
luminosity. This will result in a total integrated luminosity of around L = 4000 fb−1 after
the 10 years of operation and up to an average of µ = 200 collisions per bunch crossing. These
improvements will greatly increase the statistics available for analysis while at the same time
exceeding the current detectors’ design capabilities with respect to pile-up management and
radiation tolerance. Therefore the detectors will require an upgrade themselves. In particular,
the ATLAS detector’s main upgrades (phase-2 upgrades as laid out in the Letter of Intent (LoI)
[4]) will occur during LS3. The focus will be on upgrading the current tracking Inner Detector
(ID) to the full silicon semiconductor Inner Tracker (ITk) [3]. The purpose of the ID upgrade
is to improve the tracking resolution as well as to cope with the higher occupancy environment
and radiation doses.
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Table 1. Some specifications of the ITk strip detector.

no. Sensors no. Chips Channels |z| coverage
[×106]

Radial coverage
[mm] [mm]

Barrel 10976 162624 ∼38 399→1000 0→1375
Endcap 6912 96768 ∼22 385→968 1512→2850

Total 17888 259392 ∼60 385→1000 0→2850

1.1. ITk
The current ID was designed to deal with an average of 23 proton-proton collisions per bunch
crossing, not the expected 200 during the HL-LHC phase [3]. The current resolution of the
ID would make pattern recognition difficult and provide a poor track finding efficiency in the
higher occupancy environment. The ITk will be a full silicon semiconductor tracker divided
into the strip detector (elongated read-outs capable of measuring 1 spatial co-ordinate) and
the pixel detector (small read-outs capable of measuring 2 spatial co-ordinates). Both of these
detectors are further split into the barrel (central region, |η| < 1.81) and endcap (forward region,
|η| > 1.8) detectors. The tracking pseudorapidity range will be increased from |η| < 2.5 to
|η| < 4, which will be important for electro-weak and new physics searches, as well as improving
missing transverse momentum resolution and pile-up jet rejection [3].
The strip barrel has 4 layers of sensors, with the inner two layers being the short strip modules
and the outer two layers the long strip modules. The strip endcap has 6 disks each side of the
barrel, with the modules arranged in 6 rings. Some extra specifications of the strip detector are
shown in Table 1, and a diagram comparing the current ID to the ITk is shown in Figure 1.

2. ITk strip modules
The strip sensors will be planar, n-in-p type silicon semiconductors with elongated readout strips
(ranging from 19 mm to 60.2 mm in length) [3]. A module is a composite device composed of
a power board and one or two hybrids (kapton board with read-out chips) glued to a sensor.
An image of a barrel short strip module and an endcap module showing the sensor and hybrids
is given in Figure 2. In the barrel the strips are placed parallel to the beam axis and in the
endcaps the strips are placed radially pointing towards the beam axis. As the strips are only
capable of measuring 1 spatial co-ordinate, the combination of strip sensors on either side of
a stave or petal (the local support structures that hold the modules in the barrel and endcap
respectively) allows for the measurement of the second spatial co-ordinate. The sensors on either
side are placed at slight angles to each other (40 mrad in the endcap and 52 mrad in the barrel),
allowing the strips to cross over at points which are used to get the 2D measurement [3]. Each
readout chip reads 128 strips from two rows of strips, totalling 256 channels per chip. The chips
provide a 1-bit digital output that only stores a yes or no if the charge collected in a strip is
over a predefined threshold charge, hence the name ATLAS Binary Chips (ABCs).

3. Simulation
Apart from having the physical detector, a simulation of the ITk is also very important. Before
the detector is running, the simulation is required to estimate its performance and test its
viability. The simulation can also be used to check if the engineering designs work, making sure
everything fits and that the amount of material is not too much. The simulations are created
using a software that interfaces with the Geant4 package [5]. Geant4 is a C++ based program

1 The ATLAS detector uses cylindrical coordinates (r, φ) in the transverse plane, with φ being the azimuthal
angle around the z-axis. The pseudorapidity is defined as η = −ln(tan( θ

2
)), where θ is the polar angle.
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(a) (b)

Figure 1. A diagram of the current ATLAS Inner Detector (a)[6] and the future ATLAS Inner
Tracker (b)[7]. The Transition Radiation Tracker (TRT) is not present in the ITk as this type
of detector would become saturated in the high luminosity environment. In (b), the blue shows
the positions of the strip sensors while the red shows the position of the Pixel sensors. The
increase in the pseudorapidity range (η) is also noticeable.

that simulates how particles interact with matter and is used by the ATLAS collaboration to
model the full ATLAS detector. Once the detector is running, the simulation is important for
producing the Monte Carlo simulated samples that are used to compare our theories to the data
collected from the detector. Since our theories are all mathematically based, and our data from
the detector is essentially just electronic signals, we need a way to convert our theories into a
format that matches what we get from the detector. A simulation of the detector estimates how
the theoretically produced particles would interact with the material in the detector and emulates
how the data acquisition systems would convert those interactions into electronic signals.
As the ITk is still being built, there are often changes and finalisations to the original design
laid out in the Letter of Intent [4]. One of the more recent updates was in the strip module Final
Design Report in 2019, which finalised the strip module designs. From this, the dimensions and
shapes of the strip module components were improved in the simulation, as well as an update to
the material descriptions. The result of these can be seen in Figure 3. The main updates were
to the hybrids and powerboard. One thing that is obvious is the lack of chips in the simulation,
but this is explained in Section 5. Some simplifications in terms of the shapes can also be seen,
particularly for the endcap module. This is because the gain from a more accurate description
is not worth the increased computational cost.

4. Support Structures
Apart from updating the modules, there are also the support structures that need to be updated
in the simulation. These are basically the skeleton of the ITk that either provide the structure
that houses the modules and electronics, or provide protection from excessive radiation damage.
A major update to the ITk outer cylinder was performed, which is the outer most structural
support. It went from a uniform carbon fibre cylinder to a thinner carbon fibre cylinder, with
flanges and titanium mount pads. The effect of this change can be seen in the X0 measurements
in Figure 4. Looking at the outer cylinder component, overall it has reduced, except for a few
peaks that are located where the new flanges and mount pads are.
Another update was to the polymoderators. These are polyethylene cylinders around the ITk
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(a) (b)

Figure 2. An image of a barrel short strip module (a) and an endcap module (b). The metallic
is the silicon sensor, with the middle PCB and box object being the powerboard and DCDC
converter respectively. The PCBs on either side of the powerboard are the hybrids housing
the ABC readout chips and the hybrid controller chips (the smaller chip on the left of the
hybrids). Both sensors have four rows of strips, hence two hybrids, and in both pictures the
strips essentially run vertically.

(a) (b)

Figure 3. A visualisation of a barrel short strip module (a) and an endcap module (b) from
the simulation. The orange is the sensor, on which are the hybrids and powerboards. The blue
is the stave (a) and petal (b). Noticeably absent are the chips which is discussed in Section 5.

that help protect against neutrons that back-scatter from the calorimeters which could cause
excessive damage to the sensors. The moderators’ widths were slightly increased and they got
an extra structural layer. This increase in material is shown in Figure 4 where the moderator
component has slightly increased uniformly across pseudorapidity.
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(a) (b)

Figure 4. Plots of the Radiation Lengths of each of the components in the strip detector before
the updates (a) and after the updates (b) as a function of the pseudorapidity (η). Radiation
length X0 is the mean distance a high-energy electron will travel before it is left with e−1 of its
energy due to bremsstrahlung radiation.

5. Computational Improvements in Simulation
In simulations, it is not only important to have an accurate description of what is being tested,
but for them to also be computationally efficient. There’s no point in having a simulation
that is a few percent more accurate but uses far more memory and CPU time to complete its
calculations.

5.1. Simulation of readout chips
One of the first things we checked to improve computational cost was the simulation of the strip
module chips. As can be seen in Table 1, there are almost 260000 chips that need to be created
in the strip detector alone. We decided to try remove the chip objects from the simulation, but
still included their material in the hybrids. This reduced the number of objects but kept the
amount of material the same. While this had negligible impact on the radiation lengths, it did
reduce the memory usage quite a bit and the CPU time a little bit, as is shown in Table 2.

5.2. Redefining compound volumes
The next test was more on the side of the simulation structure than the detector. When defining
a composite object comprised of multiple objects, e.g., the strip module, this can be done with
either an assembly volume or a logvol object. In the assembly volume, one of the objects is
chosen as a reference and the other objects are placed in reference to it, resulting in a grouping
of objects whose reference point is defined by the reference object. In the logvol, the different
components are placed within a ”mother” volume, and the reference point becomes that of the
mother volume. Due to how the simulation tracks the particles and how it determines what
object the particle is in, the logvol has a better memory and CPU time usage. We tried looking
at changing the module descriptions from the assembly volumes to logvols. This resulted in a
large reduction in memory usage and CPU time, which can be seen in Table 2. After both the
chip and volume change, there is a reduction of almost 76% in the memory usage and 71% in
the CPU time for the entire ITk.
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Table 2. Summary of the computational cost for the strip detector. Shown is the memory and
CPU time required for the voxelisation of the detector components.

Memory CPU time
Location [MB] [s]

Chip+volume Chip+volume
Original Chip update update Original Chip update update

Barrel 3 314 212 (-32%) 67 (-79%) 25.96 21.71 (-16%) 6.64 (-74%)
Barrel 2 280 199 (-29%) 54 (-81%) 17.96 16.02 (-11%) 4.69 (-74%)
Barrel 1 239 145 (-39%) 48 (-80%) 14.75 11.25 (-24%) 3.95 (-73%)
Barrel 0 181 82 (-55%) 21 (-88%) 10.67 6.17 (-42%) 1.62 (-85%)
Endcaps 131 66 (-50%) 20 (-85%) 5.9 4.10 (-31%) 1.82 (-69%)

ITk Total 1184 743 (-37%) 279 (-76%) 79 63.00 (-20%) 23.00 (-71%)

6. Conclusion
Due to the HL-LHC upgrade, the ATLAS detector will require an upgrade to cope with the
new high pile-up environment. But apart from the physical detector, an accurate simulation is
also required for predictions of performance, and for the correct modelling of the Monte Carlo
generated samples used to compare theory to data.
The simulation requires constant updates as the latest designs and new engineering specifications
come out. Some of the updates to the strip detector of the ITk were to the descriptions of the
modules and support structures. This has brought those objects closer to their true descriptions.
Also the computational cost of the simulation was improved by removing some volumes and
changing how the modules are defined in the code. There are still parts of the ITk that need to
be updated in the simulation, e.g., the inner support structures and the electronics and cooling,
but these will only be done when the latest engineering specifications are available.
Some studies were performed with these updates, but the results have not been made public
yet so could not be shown in this paper. However, the ITk simulation is performing as good,
and in some cases, better than the current ATLAS Inner Detector despite the more complicated
reconstruction environment.
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Abstract. A search for a heavy resonance decaying into di-photon in association with at least

one b-jet in the mass range, 180–1600 GeV is performed using 139 fb−1 of
√
s = 13 TeV pp

collision data taken by the ATLAS detector at the Large Hadron Collider. A Higgs boson like

heavy scalar X produced with top quarks, b quarks or Z boson decaying into bb̄ are examined.

Three models are tested in this search. Limits at 95% confidence level on the production cross-

section times branching fraction to di-photon are set.

1. Introduction

Many proposals for theories beyond the Standard Model (SM), include the prediction of new

massive bosons. Examples are, the graviton models [1] and the two-Higgs-doublet models

(2HDM) [2], that address the large difference between the electroweak and gravitational scales.

It is therefore well-motivated to extend the upper limit of the Higgs boson search mass range

as much as possible above mH = 160 GeV. The analyses presented here search for a heavy

resonance decaying into two photons and produced in association with at least a b quark. Similar

analyses have been performed by ATLAS [3] and CMS [4] in the µ+µ− and bb̄ final states. Three

production modes are tested in this search, the tt̄X, bb̄X and the ZX, where the Z boson decays

into two b quarks, and X is assumed to be a Higgs like heavy resonance. The Feynman diagrams

for these modes are shown in Fig. 1. The search examines the diphoton invariant mass spectrum

from 130 GeV to 1.6 TeV with one b tagged jet, two b tagged jets and one b tagged jet plus

one lepton final states. This analysis uses 139 fb−1 data taken from ATLAS experiment during

2015–2018 with the centre of mass energy at 13 TeV. Limits at 95% confidence level (CLs) on the

production cross-section times branching ratio to diphoton final state are set on the resonance

range from 180 GeV to 1.6 TeV. Only the narrow width assumption is tested.

Figure 1: Feynman diagrams for the signal processes, with q refers to top or bottom quark.
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Figure 2: Kinematic distributions comparing the data to MC (after pre-selection and in the

control region that 130< mγγ < 160 [GeV]). The multiplicity of jet (a), b-jet (b) and central jet

(c). Number of leptons (d), the invariant mass of the two leading b-jets (e) and ∆φ(γγ) (f).
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2. Samples and event pre-selection

Signal and background samples are simulated using Monte Carlo (MC) generators according to

ATLAS detector configurations. Madgraph [5] generator, at next-to-leading order in QCD,

is used to produce the tt̄X signal samples. Parton showering and hadronization are simulated

using the Pythia8 [6]. The tt̄X and ZX signals samples are generated and showered using

Pythia8 at leading order in QCD. The dominant background samples used here are the SM

diphoton production and γ jet; contributions also come from V γ, V γγ, tt̄γγ, tt̄γ and bb̄γγ, where

V stands for Z or W boson. The dataset used in this analysis encompasses all data that was

recorded with the ATLAS detector, between 2015 and 2018, in pp collisions with an integrated√
luminosity of 140 fb−1 at a centre-of-mass energy of s = 13 TeV.

In the pre-selections, events are selected with two identified and isolated photons invariant

mass mγγ >130 GeV. The transverse momentum pT of the leading and sub-leading photon are

required to be greater than 40 GeV, and 30 GeV, respectively. Events should also have at least

one b-tagged jets. The working point chosen is set at 77% b-tagged jet selection efficiency [7].

Figure 2 shows the kinematic distributions corresponding to different variables, just after the

pre-selections. The agreement between data and total background is reasonable within the

statistical uncertainties.

3. Optimization

The optimization is performed based on the pre-selection, We use the tt̄X sample with mX =

180 GeV, bb̄X with mX = 180 GeV and ZX with mX = 200 GeV as the signal sample

for optimization. All background samples are mixed and normalised to 140 fb−1 for the

optimization. For tt̄X, we chose to optimize on the variables Ncjet and ∆φγγ due to the best

performance comparing to other variables, like missing transverse momentum and transverse

momentum of the two photon system. Events are split into three regions, namely, leptonic

(Nleps ≥ 1 andNbjet ≥ 1), Zero leptons with exactly one b-tagged jet or at least two b-tagged jet.

In each region, events are further split into four bins by making a two dimension scan on ∆φγγ
and Ncjet. For the ZX model, we optimize using the variable mbb and ∆φγγ in the two b-jet

region, where mbb is the invariant mass of the two leading b-jets. While we only use the num√ber

of central jets for the bb̄X optimization. The significance is calculated using the formula S/ B,

where S and B are the signal and background events, respectively. Table 1 shows a summary

of the optimized results for tt̄X and ZX models. Based on these optimization results as well as

the bb̄X results, the events are categorized in Table 2.

Table 1: The optimization results for the tt̄X model with mX = 180, 250 GeV for each region

(left) and for the ZX model with mX = 200 GeV in the two b-jet region (right).

Region NCjet ∆φ(γγ) Significance

1l1b 3 1.2 2.75

ttX180 0l1b 6 2.4 1.26

0l2b 5 2.0 1.80

1l1b 6 1.2 5.94

ttX250 0l1b 6 2.0 2.00

0l2b 6 2.4 3.18

ZX200

∆φ(γγ) mbb(high) mbb(low) Significance

1.6 105 65 0.284

2.0 105 65 0.289

2.4 105 65 0.294

2.8 105 70 0.281

3.2 105 65 0.262
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Table 2: The definition of each category, for different models and mass range.

Category index Cuts

Preselection Photon mγγ >130 GeV&pT > 40, 30 GeV&Nbjet ≥ 1

mγγ in 160-1600 GeV

bb̄X Categories 1 Ncj = 1

2 Ncj ≥ 2

mγγ in 160-600 GeV

tt̄X Categories 3

4

5

6

7

8

9

10

Nbj ≥ 1 & Nleps ≥ 1 & Ncj >= 4

Nbj ≥ 1 & Nleps ≥ 1 & Ncj < 4

Nbj ≥ 2 & Nleps = 0 & Ncj ≥ 5 & ∆φγγ < 2

Nbj ≥ 2 & Nleps = 0 & Ncj ≥ 5 & ∆φγγ > 2

Nbj ≥ 2 & Nleps = 0 & Ncj < 5

Nbj = 1 & Nleps = 0 & Ncj ≥ 6 & ∆φγγ < 2.4

Nbj = 1 & Nleps = 0 & Ncj ≥ 6 & ∆φγγ > 2.4

Nbj = 1 & Nleps = 0 & Ncj < 6

ZX Categories 11

12

13

14

Nbj ≥ 2 & mbb > 65 & mbb < 105 & ∆φγγ < 2.4

Nbj ≥ 2 & mbb > 65 & mbb < 105 & ∆φγγ > 2.4

Nbj ≥ 2 & (mbb < 65 & mbb > 105)

Nbj = 1

tt̄X, ZX for mγγ in 600-900 GeV

14 Nbj = 1

15 Nbj ≥ 2

tt̄X, ZX for mγγ in 900-1600 GeV

0 Nbjet ≥ 1

4. Signal and background modelling

To model the heavy scalar signal shape, we use a functional form that is the double-sided Crystal

Ball function (DSCB) [8], consisting of a Gaussian central part extended by asymmetric power-

law tails on both sides. The DSCB function modelling method is described in detail in [9, 10].

The DSCB shape is fitted to the signal distributions of the di-photon invariant mass spectrum for

different mass points mX , yielding a set of DSCB parameters for each category. As an example,

Figure 4a, shows the result of a single fit of the DSCB function (lines) for a tt̄X signal sample

with mass point mX = 180 GeV for the category 3. The DSCB parameter σCB, the width of the

Gaussian core (representing the detector resolution) and α are then parametrised as a function

of mX for each process for the all categorizes using linear functions. For instance, Figure 4b

shows σCB for the tt̄X category 3 with all the signal mass points, where σCB increases for the

signals at higher mass points. For simplicity, the ns for each model are set to the fixed value.

To estimate the signal yield, we parameterize the acceptance times efficiencies using a variety

of analytic functions (linear, exponential functions of different-order or polynomials). The

maximum difference between the predicted acceptance times efficiency and the MC points is

treated as the systematic uncertainty. We only use the maximum difference within the mass

range where the category is used. For example, we only use the maximum difference below

mX =700 GeV for category 3-13. The statistical uncertainty of the MC samples is also taken

into account.

To build up the background model, the diphoton purity is estimated by the 2×2D sideband

method with at least one b-jet selection. The method uses the information of photon ID and
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(a) (b)

Figure 3: (a) Fit of the mγγ for tt̄X with mX = 180 GeV to a DSCB in category–3 and (b)

Resolution of the resonance peak as a function mγγ for tt̄X in category–3.

isolation variables to measure the fraction of the diphoton events from the data. More details

of the method are found in Ref. [11]. The γγ and γ jet purity is estimated, and the measured

purity is shown in Table 3. The uncertainty on the background modelling is parameterized

using so called spurious signal. There are several functional forms to describe the background

shape in large mass range.∑They are the different orders of the so called Dijet fit functions [12]:
k

j=0
j

fk(x; b, {ak}) = (1 − x)bx
aj log(x) , k = 0, 1, 2, noted as FK0, FK1 and FK2. The envelops

of the absolute spurious signals are obtained in each category. They are parametrised between

160-1500 GeV with a second polynomial exponential function with a constant term, as Figure 4

shows. F–test is used to decide which functional form to be used in each category. For instance,

the function FK2 is selected for cateory–0.

Table 3: Purities with 2×2D sideband method with at least one b-jet selection.

γ − jet, jet− γ fraction jet–jet fraction γγ purity

0.18 ± 0.01 0.02 ± 0.00 0.80 ± 0.01

0.20 ± 0.01 0.02 ± 0.00 0.78 ± 0.01

mγγ > 130 GeV

180 GeV < mγγ < 700 GeV

mγγ > 700 GeV 0.15 ± 0.06 0.02 ± 0.02 0.83 ± 0.07

5. Uncertainties and results

Both the experimental and theoretical uncertainties are used in obtaining the result of this

analysis. As the background shapes are described by fitting in the data, the uncertainties

except the spurious signal, which is discussed as previous section, are estimated on the signal

samples only. The systematic uncertainties are implemented via nuisance parameters in the

profiled likelihood fit. A summary of the experimental and theoretical uncertainties is given in

Table 4 in terms of the relative impact on the number of events from the signal for the most

sensitive category. The fits are performed on each mass points for each model. The CLs limits

on the production cross-section times the branching fraction X → γγ are set to each of the

model as a function of mass, as shown in Figure 5.
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Figure 4: (a) The Nspurious envelop for each functional form for the tt̄X category 1 and (b) The

Nspurious/δNspurious as a function of mass for each functional using background in category–1.

Table 4: Summary of the systematic uncertainties.

Source Signal uncertainty (%)

Experimental 1.7

1.0

< 0.01

0.6–1.5

2.0

0.6–1.5

0.6

2.0–7.4

0.3

Luminosity

Trigger efficiency

Vertex selection (inclusive cat.)

Photon identification efficiency

Photon identification efficiency due to fast simulation

Photon isolation efficiency

Photon energy resolution

Pile-up reweighting

Photon energy scale

Signal efficiency interpolation 1.3–9

Theoretical 1–7

1–5

3.0

Factorization and renormalization scale in migration

PDF+αS in migration

PS, hadronization

ISR, FSR, Multi-parton interactions 3.0–10.0

6. Summary

An analysis to search for new heavy resonance in di-photon channel is presented. Three models

are tested in this search: tt̄X, bb̄X and ZX. The expected 95% confidence level limits are set

on the production cross-section times the branching fraction for the decay of the resonance into

di-photon as a function of mX . The mass range of the hypothetical resonances considered is

between 180 GeV and 1.6 TeV depending on the final state the model considered.
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Abstract. This paper presents a study that attempts to probe the nature of the pygmy dipole 

resonance (PDR). In particular, the single-particle or the collective nature of these dipole states 

by exploiting the sensitivity of one-particle transfer reactions to excite single-particle states. 

The measurements on transfer reactions (p,d) and (d,p) were performed on two different targets 
97Mo and 95Mo, respectively to populate the 96Mo residual nucleus. The proton and deuteron 

beam energies used were 25 MeV and 10 MeV for the (p,d) and (d,p) reaction channels, 

respectively. The ejectiles were detected, identified and momentum-analyzed by the MAGNEX 

spectrometer and its focal-plane detector. The data reduction process of the (p,d) reaction will 

be presented together with some preliminary results. 

1. Introduction

The Pygmy Dipole Resonance (PDR), is widely described as a concentration of electric dipole

states (1-) around the neutron separation energy (Sn), has thus far only been observed in neutron-

rich nuclei. Bracco et al. [1] and Savran et al. [2] recently conducted detailed reviews on the

PDR, outlining the progress made in the study of dipole excitation. Macroscopically, the PDR

was interpreted using the hydrodynamical model as an oscillation of a neutron skin against a

proton-neutron core.

In an attempt to describe the PDR microscopically and, among the different models used, the 

quasi-particle random phase approximation (QRPA), the relativistic quasi-particle random phase 

approximation (RQRPA) and the quasi-particle phonon model (QPM) have been found to best 

describe the PDR when compared to available experimental results. Significant amount of work 

has also been done experimentally to study the PDR in order to understand its nature. Previous 

studies show that the PDR is very probe sensitive and, therefore, two different types of 

experiments conducted on the same nucleus might give complimentary information on the nature 

of the PDR. The interpretation of this excitation mode is not yet clear and lately the collectivity of 

these states has also been put under scrutiny. At an attempt to interpret this dipole excitation mode 

some theoretical studies [3, 4] found that although the low-lying states cannot be considered as 

collective as the Giant Dipole Resonance states, they also cannot be described as a single p-h 

configuration. The response of the PDR to an isovector operator calculated using RPA theoretical 

models, does not show a clear collective nature since the several particle-hole configurations do 

not contribute coherently to the pygmy state wave function. Contrarily, there are other studies 
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[5,6] where single-particle behaviour of the PDR strength is predicted due to an observed strong 

fragmentation which could be influenced by single-particle shell effects. 

Experimentally, inelastic scattering of high-energy protons (p,p’) [7] and real photons (γ,γ’)[8]
have been used as probes for PDR studies on 96Mo. However, these are not selective thus to 

investigate properly the single-particle(hole) nature of this dipole response a more selective probe 

is required. Direct reactions, specifically stripping and pickup transfer reactions, owing to their 

selectivity for exciting single-particle (hole) states, were thus considered in this work. 

2. Experimental Method

Stripping (d,p) and pickup (p,d)  reactions were performed on 95Mo and 97Mo targets respectively,

in order to examine the single-particle/hole configurations of 96Mo. The targets used had aerial

density of 0.6 mg/cm2 and 0.4 mg/cm2 for the (d,p) and (p,d) reactions, respectively. The 10-MeV

deuteron and 25-MeV proton beams were delivered by the 14MV- Tandem accelerator which is

installed at the INFN-LNS in Catania, Italy. The beams impinged on the 95Mo and 97Mo targets,

respectively, to excite 96Mo. The choice of the beam energies was influenced by the enhanced

single-particle selectivity of direct reactions at this energy range [9]. The data were collected for

approximately 234 hours at a beam current ranging between 0.9 nA and 5 nA for both reactions.

The MAGNEX magnetic spectrometer and its focal-plane detection system was used to detect the

reaction products [10]. The data were collected at three different angular settings, namely 10o, 17o

and 24o in order to allow the measurement of the angular distribution of the scattered particles and

deduce the spin/parity of the excited states. The magnetic field settings were adjusted to measure a

wide excitation-energy region, up to 8 MeV.

3. The data reduction process

The data reduction process for the three angular settings has been completed for the pickup

reaction on the 97Mo target.  The initial step was to identify the deuterons and this information was

obtained through the combination of the energy loss (∆E) measurement by the deuterons in the

gaseous region of the detector and the focal-plane horizontal position (Xf) with the residual energy

(Eres) in the silicon detectors.  Once the deuterons were selected, the quality of the PID process

was checked using the horizontal angle (Θf) and the focal-plane horizontal position (Xf)

measurement as seen in Figure 2 for the low-energy regions of the focal- plane. The vertical

position calibration of the focal plane was performed which allowed accurate extraction of the

vertical position (Yf) and the vertical angle (Φf) for the events of interest. Since MAGNEX is a

large-acceptance spectrometer with a vertical acceptance of ±125mrad [10] and a horizontal

acceptance -90 ̶ 110 mrad [10], ray-reconstruction is important to correct for high-order

aberrations.

To initiate the reconstruction process, a direct transport 10th-order matrix was created using 

COSY-INFINITY [11] with the final phase space parameters as input (Xf , Yf , Θf , Φf ). A

correction of the rigidity (Bρ), quadrupole field (BQ) and the boundary coefficients of the entrance

of the dipole magnet was also included. A set of events was then created using Monte Carlo-based 

techniques which are included in the COSY-INFINITY as to test the quality of the reconstruction. 

These events were compared to the experimental data as seen Figure 2. The obtained transport 

matrix was then inverted and applied to the experimental data to extract the initial phase space 

parameters such as the excitation energy (Ex) and the scattering angle (Θlab ). Once extracted, the

next step was to analyze the 96Mo excitation-energy spectrum to identify peaks and compare with 

data from Cochavi et al. [12] so as to ensure that the energy-calibration was correct and to 

compare the cross-section angular distributions of the lower-energy region states before extending 

to the PDR region which is our region of interest. The MAGNEX magnetic spectrometer allows 
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particle identification with energy resolution of (∆E/E ~1/1000) [10]. However, the energy loss in 

the target can also affect the final energy resolution.  The preliminary estimation of the energy 

resolution for the pickup reaction (p,d) is ~40-keV FWHM for the 17o angular setting dataset. 

Figure 2: The horizontal angle (Θf) versus horizontal focal-plane position representation (Xf)

where the 10o experimental data is represented in blue and the COSY INFINITY [11] simulations 

are represented in black. For the low-energy region of the focal plane, the experimental data and 

the simulations overlay. This representation is also used as quality check for the ray-

reconstruction procedure.  

4. Conclusion & future work

A study that seeks to examine the collective/ single-particle nature of the PDR was presented.

Where the experimental setup and data optimization were presented. The current status of the

study was also discussed. For future work and currently underway, the differential cross section

for all the states identified will be calculated. Angular distributions of the scattered particles will

be used to determine the spin and parity of the observed states. The results will be compared to

theoretical predictions and other experimental data available for 96Mo.
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Abstract. A search for the non-resonant production of a pair of the Standard Model Higgs
boson h via gluon fusion, gg → hh, is performed. Each Higgs boson decays to either 2W , 2Z or
2τ , leading to 4`+X in the final state. The ` could be an electron or a muon, and X is missing
transverse energy or jets. The search uses Monte Carlo samples at a centre-of-mass energy of 13
TeV generated according to the ATLAS detector configurations with an integrated luminosity
of 139 fb−1. The expected upper limit on the cross-section times the Standard Model (SM)
Higgs pair branching ratio is found to be 49.22 times the SM prediction.

1. Introduction
A new era has emerged in High Energy Physics after the ATLAS [1] and CMS [2] experiments
discovered a new scalar boson. Various measurements have been performed to confirm the
compatibility of the new particle with the Higgs boson, h, which is predicted by the Standard
Model (SM) [3, 4]. The SM predicted the existence of the non-resonant Higgs pair production
and Higgs self-coupling. A search using 36.1 fb−1 datasets in the hh → WW (∗)WW (∗) showed
no significant excess above the considered SM background is found [5]. However, the Higgs pair
production is significantly enhanced by altering the Higgs boson self-coupling [6] or in extended
Higgs sectors scenarios [7].

With the current 139 fb−1 dataset, one expects the sensitivity of the Higgs pair production
to improve. In addition, including channels with a small branching ratio is expected to enhance
the exploration. This study analyses the non-resonant Higgs pair production via gluon fusion,
which subsequently decay to 4`(` = e, or µ) final state. Each of the two Higgs bosons decays to
2W , 2Z or 2τ , leading to 4`+X, where X could either be missing transverse energy or jets. The
combination of the Higgs decay products is shown in Figure 1 with their branching fractions.
There are nine possible permutations, namely— 4W , 4Z, 4τ , 2W2Z, 2Z2W , 2W2τ , 2τ2W ,
2Z2τ or 2τ2Z. About 25% of the hh events are expected to come from the hh→ 4W , 20% from
hh → 2Z2W , and 11% from hh → 2W2τ . Other hh events such as hh → 4Z, hh → 4τ , and
hh→ 2Z2τ are expected to be less than 10%. Only Monte Carlo (MC) simulations are used in
the analysis for the signal optimisation with an integrated luminosity of 139 fb−1.
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s  = 13 TeV, 139.0 fb-1
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Figure 1. Di-Higgs decay modes and the calculated branching fraction of Di-Higgs to four
leptons and X at the reconstruction level. The assumed Higss mass is 125.09 GeV and the
Higgs pair production cross-section in gluon fusion is 0.1336 fb.

This paper is organised as follows, MC samples used in the analysis are described in section 2.
The event selection and analysis strategy are explained in section 3 and section 4, respectively.
Systematic uncertainties included in the analysis are discussed in section 5. Section 6 shows the
statistical procedure, results and discussion. Finally, the conclusion is given in section 7.

2. Monte Carlo samples
MC simulation according to the ATLAS experiment configuration is used. The samples are
generated in three campaigns to emulate the 2015 - 2016, 2017 and 2018 data taking periods.
The combination of all campaigns together matches up to an integrated luminosity of 139
fb−1. Non-resonant, gg → hh, signal and tt̄V background samples are generated at NLO using
MadGraph5 aMC@NLO [8] interfaced with Pythia 8 [9] for the hadronisation. Background
processes such as qq̄ → ZZ, qq̄ → ZZ (EW), V V V (V = Z/W±) and Z+jets are simulated using
Sherpa 2.2.2 [10] with NNPDF30NNLO [11] parton distribution function (PDF) set. The tt̄
events were generated using Powheg-Box v2 [12] with NNPDF30NNLO PDF set. Pythia
8 was used as an interface for the showering and hadronisation with A14 NNPDF23LO tune,
and EvtGen [13] was used to simulate B-hadron decays. Powheg-Box v2 and Pythia 8
were used for the generation and hadronisation of the WZ process.

3. Event selection
Electrons must be within the inner tracking detector system (|η| < 2.47 excluding the 1.37 <
|η| < 1.52 region) and have transverse energy ET > 7 GeV. Muons are required to be inside
|η| < 2.7 scope of the muon spectrometer, and have transverse momentum pT > 5 GeV. Events
are selected if they only contain exactly four leptons with p`T > 10 GeV, and a total charge sum
equal to zero. Events are required to pass single- and di-lepton trigger [14], and at least one of
the lepton candidate need to be matched to the trigger. After choosing four isolated leptons,
events are classified further according to the number of lepton pairs. Events must have two
same-flavour and opposite charges (2-SFOS) lepton pairs such as 4e, 4µ and µ2e. In addition to
events with one or zero same-flavour opposite charges pairs (1-SFOS or 0-SFOS), for instance,
eµµµ and eµeµ. The 0-SFOS events are combined with 1-SFOS (0/1-SFOS) due to the low
statistics. In each quadruplet, the pT of the leading lepton has to be higher than the succeeding
one. The quadruplets are selected based on matching the invariant mass of the second lepton
pairs mZ2 to be closest to the Z boson mass, and the first lepton pair were taken as mZ1 . Events
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qq → ZZ gg → ZZ 
qq → ZZ (EW) ttV
VVV Z+jets
WZ tt
Uncertainty

(b)

Figure 2. The expected background yields for MC simulation after the (a) preselection and (b)
Nb−jets = 0 for the 2-SFOS, 1-SFOS, 0/1-SFOS and 0-SFOS categories.

carrying one or more b-jets are vetoed to suppress top related backgrounds further. Figure 2
shows the yield for each background component with and without the b-jet veto for 2-SFOS,
1-SFOS, 0-SFOS, and 0/1-SFOS categories.

4. Analysis strategy
A boosted decision tree (BDT) based on the Multivariate analysis package (TMVA) [16] is used
to separate the hh → 4` + X signal from the background. Events are divided equally into two
sets; the first half is used for training the BDT algorithm. And the other half is employed to
test the performance of the method. Table 1 shows the unweighted events of the signal and
backgrounds for 0/1-SFOS and 2-SFOS categories after the b-veto.

Sixteen variables are used as inputs to the BDT, including the four leptons invariant mass.
The correlation between features is shown in Figure 3. Some of the variables have a high
correlation; for instance, the first lepton momentum is correlated with the scalar sum of leptons.
Table 2 summarises the description of each variable, its ranking and the separation power. The
best- and worst-ranked variable are labelled 1 and 16, respectively. The invariant mass of the
second lepton pair has the best ranking in 0/1-SFOS, while the invariant mass of the first lepton

Table 1. Unweighted events for the signal and backgrounds component in each category used
in the training and testing. Events are shown after vetoing the b-jets.

0/1-SFOS 2-SFOS

21675 1528977
375 28806
2966 256910
11031 10105
18467 57908

69 116
328 276
92 68

qq̄ → ZZ
qq̄ → ZZ (EW)
gg → ZZ
tt̄V
V V V
Z+jets
WZ
tt̄V
hh→ 4`+X 4340 3781
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Figure 3. The correlation between input features for signal and background of the 2-SFOS
category.

pair is the best in 2-SFOS. A comparison between BDT and other MVA methods is illustrated
in Figure 4(a) for 2-SFOS. It shows that the Receiver operating characteristic (ROC) curve for
the BDT is better. Figure 4(b) shows the ROC curve for the 0/1-SFOS and 2-SFOS categories.

Table 2. Input features used for the training and their ranking and separation power for 2-
SFOS and 0/1-SFOS category. The higher the percentage value of the separation power, the
better the ranking—the best-ranking start from 1 to the worst-ranked 16.

Input variable Description
0/1-SFOS 2-SFOS

Rank Separation Rank Separation

Emiss
T 11 4.56% 2 37.82%

mZ1 16 2.16% 1 52.44%
mZ2 1 26.31% 4 30.88%
m4` 4 6.10% 5 16.93%
∆φZ1 2 11.52% 7 15.75%
∆φZ2 6 5.73% 9 9.99%

p`1T 3 7.35% 12 5.36%

p`2T 8 5.16% 13 5.25%

p`3T 13 3.82% 15 3.74%

p`4T 14 2.58% 10 6.17%
p4`T 7 5.49% 3 31.66%

pZ1
T 12 4.29% 16 3.02%

pZ2
T 15 2.29% 11 6.11%
Njets 10 4.61% 8 15.05%
H`

T 5 5.95% 14 4.41%

H jets
T

Missing transverse energy
Invariant mass of the first lepton pair
Invariant mass of the second lepton pair
Four-lepton invariant mass
The azimuthal angle between the first lepton pair
The azimuthal angle between the second lepton pair

pT of the first lepton

pT of the second lepton

pT of the third lepton

pT of fourth lepton
pT of the four-lepton system

pT of the first lepton pair

pT of the second lepton pair
Number of the jets
Scalar sum of the leptons pT
Scalar sum of the jets pT 9 2.16% 6 16.92%
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Figure 4. The BDT classification output of the signal and background captured after the
training and the resulting weight application. The Receiver operating characteristic (ROC)
curve showing the background rejection as a function of the signal efficiency for (a) different
MVA algorithms and (b) the BDT for both 2-SFOS and 0/1-SFOS categories.

The area under the curve (AUC) is found to be 95.9% (87.4%) for 2-SFOS (0/1-SFOS).
Finally, the classification of the BDT output is shown for 0/1-SFOS and 2-SFOS signal regions
in Figures 4(c) and 4(d), respectively.

5. Systematic uncertainties
A global uncertainty of ±1.7% [15] on the total integrated luminosity of the data reported
between 2015 and 2018 is considered. In addition, theoretical uncertainties on the signal’s cross
section are considered. For examples, ±2.1% uncertainty on the PDF and αS , and +2.2% from−5.0%
the QCD scale. Other experimental systematic uncertainties are not included in the analysis,
like the lepton energy scale and resolution, etc.

6. Statistics and results
Statistical analysis is performed using the profile-likelihood-ratio test statistic [17]. A
simultaneous fit on the 0/1-SFOS and 2-SFOS signal regions using background only Asimov
data is carried. Since the invariant mass of the 4-lepton is included during the training, the
classification BDT output is utilised as a discriminant. A bin transformation method was used
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Figure 5. The classification BDT output fitted to background only Asimov data for 0/1-SFOS
(left) and 2-SFOS (right) signal regions.

to avoid bins with low statistics. Figure 5 shows the post-fit result after the background only
Asimov data fit. The qq̄ → ZZ and gg → ZZ backgrounds normalisation is set to free during the
fit. The CLs approach is used to set-up an upper limit on the cross-section times the branching
ratio of the Higgs pair production. The upper limit is found to be as follows:
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7. Conclusion
A search for the non-resonant SM Higgs pair production via gluon fusion in the four-lepton
channel is performed. The data used in the analysis is coming from MC simulation with an
integrated luminosity equivalent to 139 fb−1. The expected upper limit at 95% CLs on cross-
section times the non-resonant Higgs pair branching ratio is found to be 49.22 times the SM
prediction.

Acknowledgments
Abdualazem Fadol acknowledges the funding support by the CAS-TWAS President’s PhD
Fellowship Programme.

References
[1] ATLAS Collaboration 2012 Phys. Lett. B 716 1-29 arXiv:1207.7214 [hep-ex]
[2] CMS Collaboration 2012 Phys. Lett. B 716 30-61 arXiv:1207.7235 [hep-ex]
[3] ATLAS Collaboration 2015 Eur. Phys. J. C 75 no.10 476 arXiv:1506.05669 [hep-ex]
[4] CMS Collaboration 2015 Phys. Rev. D 92 no.1 012004 arXiv:1411.3441 [hep-ex]
[5] ATLAS Collaboration 2019 JHEP 05 124 arXiv:1811.11028 [hep-ex]
[6] Baur U, Plehn T and Rainwater D L 2002 Phys. Rev. Lett. 89 151801– 4 arXiv:0206024 [hep-ph]
[7] von Buddenbrock S, Chakrabarty N, Cornell A S, Kar D, Kumar M, Mandal T, Mellado B, Mukhopadhyaya

B, Reed R G and Ruan X 2016 Eur. Phys. J. C 76 no.10 580 arXiv:1606.01674 [hep-ph]

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 215



[8] Alwall J, Herquet M, Maltoni F, Mattelaer O and Stelzer T 2011 JHEP 06 128 arXiv:1106.0522 [hep-ph].
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Abstract. This paper presents the search for the Higgs boson, with mass 125 GeV, decaying
to two new intermediate states and then into four lepton final states, H → ZdZd → 4l. The
analysis is conducted using the Run 2 data set from pp collisions collected with the ATLAS
detector corresponding to a total integrated luminosity of 140fb−1 at a centre of mass energy of√
s = 13TeV . A study on modifying the signal region has been conducted, assuming a broader

width on the Zd. It was found that the broader signal region has a minimal effect on the local
p-value.

1 Introduction
Astronomers have made several observations in the cosmos which point to the existence of dark
matter. These include observations of Einstein rings, which form as a result of gravitational
lensing [1]. In addition, astronomers have observed discrepancies between the theoretical and
observed radial velocities of spiral galaxies [2]. Both of these observations, among others, point
to the existence of dark matter in the cosmos. However, the Standard Model (SM) is unable
to explain the occurrence of dark matter [3]. The Higgs boson could be a portal into the dark
sector that appears in many extensions of SM. The dark sector would provide candidates for
the dark matter observed in the universe. The proposed search overlaps with a well studied SM
process H → ZZ∗ → 4`.

A dark sector would appear by adding a broken U(1)d gauge symmetry coupled to the SM
through mixing with the hypercharge gauge boson via the kinetic mixing parameter. [4,5]. The
SM Higgs boson may mix with the dark sector Higgs boson if the introduction of a dark Higgs
breaks the U(1)d gauge symmetry. The Higgs portal coupling parameter κ controls this mixing
in this scenario. The lighter partner of the extended sector, which would also decay via the dark
sector would be the observed Higgs, providing candidates for dark matter that account for both
direct and indirect astronomical observations [6].

The published Run 2 result of the search for the Higgs boson decaying to four leptons vias√
two Zd bosons using pp data at s = 13 TeV with an integrated luminosity of 36.1 fb−1 collected
at the ATLAS experiment [7] are presented in this paper [8]. In this search, we consider the
Zd bosons that decays to muon and electron same flavor pairs,where the final states include 4e,
2e2µ, and 4µ. We emphasise the adjustment made to a previous event selection cut in the signal
region which yielded a slight excess of 13 observed events for a background of 7.7 ± 0.1 in the
2015+6+7 iteration of the analysis.
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Section 2 gives a brief description of the ATLAS detector together with a description of the
triggers, pre-selection, event selection criteria and Monte Carlo simulation of the signal and
background used in the analysis. Section 3 describes contributions of various processes to the
background together with systematics uncertainties. Section 4 describes the results of the anal-
ysis while Section 5 presents the conclusion of the paper.

2 Experimental Setup
The ATLAS detector is a general purpose physics detector that has a cylindrical geometry which
is symmetric and covers almost 4π solid angle.

The events must contain one primary vertex [9] where the transverse momentum of two or
more track must be pT > 400 MeV. Tracks that have too much noise in the calorimeter are
rejected according to a cleaning criteria. In addition, the events have to adhere to the event
selection criteria outlined in Table 1 where m12 and m34 are the leading and sub-leading dilepton
pair masses, respectively.

Table 1: Summary of the event selection [8].

Object H → ZdZd → 4`

Quadruplet selection -Require at least one quadruplet of leptons consisting of two pairs
of same-flavor opposite-charge leptons
- Three leading-pT leptons satisfy pT > 20 GeV, 15 GeV, 10 GeV.
- At least three muons are required to be reconstructed by
combining ID and MS tracks in the 4µ channel.
- Leptons in the quadruplet responsible for firing at least one trigger
- ∆R(`, `′) > 0.10 (0.20) for all same (different) flavor leptons in
the quadruplet

Quadruplet ranking –Select quadruplet with smallest ∆m`` = |m12 −m34|
Event selection -Reject event if:

(mJ/Ψ − 0.25 GeV) < m12,34,14,23 < (mΨ(2S) + 0.30 GeV)
(mΥ(1S) − 0.70 GeV) < m12,34,14,23 < (mΥ(3S) + 0.75 GeV)

- m34/m12 > 0.85
- 115 GeV < m4` < 130 GeV
- 10 GeV < m12,34 < 64 GeV
- 5 GeV < m14,32 < 75 GeV for 4e and 4µ channels

Simulated event samples generated using Monte Carlo are used to estimate the SM background
and model the signal process which are then passed through a simulation of the ATLAS detector
which uses Geant4 [10, 11]

2.1 Signal
The Hidden Abelian Higgs Model (HAHM) is used to generate the H → ZdZd → 4` signal
process [12] in MadGraph5 [13] interfaced with Pythia8 [14] to model the parton shower,
hadronisation and underlying event. The mass of the Zd is varied between 15 GeV and 60 GeV
for different signal hypotheses in steps of 5 GeVfor the process H → ZdZd → 4`. The production
mode under consideration for the Higgs is gluon-gluon-Fusion (ggF) where the mass of the Higgs
is set to mH = 125 GeV. The next-to-next-to-next-to-leading-order (N3LO) cross-section of the
samples is normalized to σSM (ggF ) = 48.58 pb as recommended in [15].
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2.2 Backgrounds
• H → ZZ∗ → 4`: Higgs that are produced through ggF [16] are simulated using Powheg-

Box v2 MC event generator [17] while vector boson fusion (VBF) [18] and vector boson
(V H) [19] processes are simulated using the PDF4LHC NLO PDF set [20]. For Higgs pro-
duction through heavy quark pair annihilation, MadGraph5 aMC@NLO [21] is used to
simulate the events while CT10nlo PDF set [22] for tt̄H and the NNPDF23 PDF set [23]
for bb̄H. Pythia8 [24] is used to model the ggF, VBF, V H, and bb̄H production mecha-
nisms for the H → ZZ∗ → 4` decay process and the AZNLO parameter set for modelling
parton showering, hadronisation and multiple parton interactions. Herwig++ [25] and the
UEEE5 parameter set [26] are used to model tt̄H showering.

• ZZ∗ → 4`: Sherpa 2.2.2 was used to model the non-resonant SM ZZ∗ → 4` processes
for quark anti-quark annihilation [27–29], using the NNPDF3.0 NNLO PDF set. gg2vv
interfaced with Pythia8 was used to model the loop induced gg initiated ZZ∗ production.
Double counting was avoided by omitting the s-channel H diagrams using the CT10 PDFs.
The latter process, which received large QCD corrections at NLO, was it was calculated at
LO. Therefore, the sample was multiplied by an NLO/LO K-factor of 1.70±0.15 [30]. This
background contributes approximately 30% of the total background prediction.

• VVV/VBS are modeled using Sherpa 2.1 with the CT10 PDFs. These processes have
cross-sections proportional to α6 at leading order (LO) which include triboson production
and vector boson scattering. This leads to four lepton final states that include two addi-
tional particles (electrons and muons or quarks). Some duplicates in this background are
avoided by subtracting Higgs production through VBF from the estimates obtained with
this generator. This background accounts for approximately 17% of the total prediction for
the background of the high and low mass selections respectively.

• Z+(tt̄/J/ψ/Υ)→ 4l: The Z boson produced via a quarkonium state (bb̄ or cc̄) that decays to
four leptons are simulated using Pythia8 with the NNPDF 2.3 PDFs while tt̄Hbackground
was generated with Poweheg-Box interfaced to Pythia6 [31] for parton shower and
hadronisation and underlying event.

• Other Background Jets can be misidentified as leptons which are produced by Z + jets
tt̄ and WZ that decay to less than four prompt leptons but include jets. Z + jets processes
are modeled using Sherpa 2.2, while the production of tt̄ is generated with Powheg-Box
interfaced to Pythia6 [31] for parton shower and hadronisation. In addition, Powheg-
Box interfaced to Pythia8 and the CTEQ6L1 is used to model the WZ production.

3 Analysis procedure
3.1 Original signal region cut
The previous MSR cut was defined in [8], used the narrow width mentioned in the HAHM model.
This kinetic mixing parameter ε and the vector boson width are related with a scaling ΓZd

∼ ε,
where the point (ΓZd

, ε) corresponds to the mass mZd
= 20 GeV. In order to have maximal

kinetic mixing, the kinetic mixing parameter ε = 0.03 which corresponds to prompt decay of
the dark vector boson having masses in the range 10 GeV < mZd

< 50 GeV. This then gives the
broadest expectation of the vector boson width to be ΓZd

< 0.025MeV. Since this width is too
narrow for the detector to observe, the observed width would be the detector resolution. Figure
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1 shows a scatter plot for the Run 2 [32] data taking where the previous signal region cut was
used.

Figure 1: Scatter plot of the m12 vs m34 plane in the HM search. The shaded region represents
events that are admitted in the previous MSR. The crossed out events indicated those that
failed the Z boson veto cut. The 2015-6 in the previous MSR (m34/m12 > 0.85) were internally
unblinded [8].

The detector’s lepton energy resolutions over the region of interest are given by ∆Ee ∼ 3.5%
and ∆Eµ ∼ 3.8%. A 2σ window would then correspond to 13 GeV(14%) for electrons and
10 GeV(11.2%) for muons. Therefore, the m34/m12 wedge cut listed in Table 1 corresponds to
15% for both electrons and muons when reconstructing dilepton masses. This cut seems to be
optimal in the context of broadening the MSR.

3.2 Broadening the signal region cut
We observed in the previous iteration of the analysis [33] that the expected background in the
MSR had few events for low Zd masses. We therefore tested the sensitivity of the signal strength
parameter µd to different width values of the MSR for various Zd masses. We found that the local
significance has a weak dependence on the MSR width for low masses mZd

. However, dependence
grew stronger for values where mZd

> 35 GeV which indicates that we can modulate the MSR
according to the background shape such that the cut could be 3.5σ at 10 GeVand decrease as the
background increases so that it reverts to the previous MSR cut of 2.0σ where the background
is most prominent, giving rise to a new MSR cut [8] expressed by Equation 1

m34 > 0.85m12 − 0.1125× f(m12)×m12 (1)

where f(m12) is the modulating function constructed using the parametrically fitted background
shape. This new cut is represented by the new MSR shape shown in Figure 2
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Figure 2: The new signal region is shown by green region while the old signal region is shown
by the red region.

Figure 3: The old (blue) and the new (red) local p0 value over the high-mass mZd
range.

4 Results
We tested the new signal region’s impact on discovery by calculating the local p0 value over the
high-mass mZd

range with 2015-6 signal and data distributions in the i) new signal region and ii)
old signal region. Figure 3 shows the p-values for the old signal region (blue) and the new signal
region (red). The local p-value increases at around 20 GeVdue to an increase in background
events. The discrepancy between the new and old p-value at 28 GeVis due to convergence failure
in the asymptotic calculator when calculating the p-value for the old signal region. Therefore,
it is evident that the impact of the new signal region on the local p-value is minimal. However,
for new data in the forthcoming analysis, the new MSR cut should enhance the p0 sensitivity.
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5 Conclusion
We presented a dedicated search for the exotic decays of the SM Higgs boson of mass
125 GeVdecaying to two dark vector bosons which decay to two leptons each in this proceedings
article. Particular emphasis was placed on re-optimizing the MSR. A modulated MSR shape
was constructed with a 3.5σ width at 10 GeV, where the background has vanishingly few events
and decreases to the original 2.0σ width at 49.64 GeVwhere there is much background present.
It was subsequently found that the new MSR has a minimal effect on the local p-value for the
present dataset. This new re-optimized signal region will be unblinded in order to quantify the
amount of signal yield that is observed as a result of it and its effect on the statistical limits on
various parameters of interest. It is expected that the new MSR will accommodate more signal
after unblinding and thus have a more pronounced effect on the local p-value.
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Abstract. Globally, radiation level varies from one region to another due to the differences in 

the geological and mineralogical composition, and on the industrial and agricultural activities in 

each region. The aim of this study is to assess soil radioactivity level in different vegetational 

plots in Rustenburg which is associated with mining, industrial and agricultural practices in the 

North-West province of South Africa. In this study, the activity concentration of naturally-

occurring radionuclides in beetroots (BRS), leeks (LKS), mints (MTS), onion (ONS), parsley 

(PSS) and wheat (WTS) plots were measured using broad-energy germanium (BEGe) detector, 

and correlation matrix was used to study the relationship between the radiological level in all the 

vegetation plots studied. The mean activity concentration of (238U, 232Th, and 40K) was observed 

to be (25.15 ±1.14 Bq/kg, 21.04±9.49 Bq/kg and 90.20±3.76 Bq/kg), (11.48±0.68 Bq/kg, 

6.77±0.18 Bq/kg and 51.30±4.96 Bq/kg), (23.63±1.35 Bq/kg, 15.45±0.28 Bq/kg and 

105.10±7.74 Bq/kg), (11.29±0.76 Bq/kg, 8.08±0.19 Bq/kg and 45.26±13.78 Bq/kg), (23.08±1.50 

Bq/kg, 19.52±0.30 Bq/kg and 99.69±6.19 Bq/kg) and (11.78±0.75 Bq/kg, 8.32±0.38 Bq/kg and 

89.25±11.86 Bq/kg) for soil collected in BRS, LKS, MTS, ONS, PSS and WTS plots 

respectively. These were observed to be lower than the world average values of 30 Bq/kg, 35 

Bq/kg and 400 Bq/kg reported by United Nation Scientific Committee on the Effects of Atomic 

Radiation [1], for 238U, 232Th and 40K respectively. Radium equivalent activity, which is the 

weighted sum of the activity concentration of 238U, 232Th, and 40K in measured soil samples, was 

found to be below the world’s average value of 370 Bq/Kg, which show that the study area is 

safe for living and agriculture purposes. Weak correlation of radium equivalent activities was 

observed only in beetroot-wheat and leeks-parsley. This suggests different influence of plant 

types on soil radionuclides and thus affect their choice for phytoremediation purpose. 
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1. Introduction

Humans are continuously exposed to ionizing radiation from natural and anthropogenic sources.

Naturally-occurring radionuclides originate from rock and mineral weathering as a result of volcanic

eruption, erosion [1]. They contribute about 96% of the total radiation exposure to humans [1, 2].

Anthropogenic activities such as mining, industrial, and agricultural practices have been reported to

enhance the concentration of naturally-occurring radionuclides in the soil. Their migration into non-

contaminated areas via erosion, atmospheric deposition, penetration into environmental media pose

significant radiological risk to human health [3].

Soil serves as a direct source of radionuclides, leading to the contamination of agricultural products, 

which represent an ingestion pathway of radionuclides to man [4, 5]. Soil radioactivity varies from one 

region to another depending on the geological and anthropogenic condition of each region, and is also 

influenced by the parent rock and its formation process [6, 7].  Since soil serves as indicator to 

environmental radiological contamination, the knowledge of soil radioactivity level is essential in 

environmental monitoring and protection, as it can be used to predict changes in environmental 

radioactivity caused by human activities [1].   

South Africa, which has one of the most diverse and comprehensive crop farming systems, is long 

associated with mining and industrial activities resulting in radioactive waste littered in farmlands and 

communities [8]. Mine tailings and industrial wastes are major source of contamination in the 

environment, and their accumulation in soil, air, water, and agricultural products via the atmospheric 

deposition, groundwater sources and surface water body, represent a direct and indirect exposure 

pathway for incorporating into the human food chain. Therefore, this study aims to measure the activity 

concentrations of natural radionuclides (238U, 232Th, and 40K) in different vegetational plots, and to 

investigate the relationship between various plots and soil radioactivity. 

2. Materials and Methods

2.1.  Sample collection, preparation, and measurement 

Soil samples were randomly collected from seven vegetational plots. At each sampling point, four soil 

samples were collected with a hand trowel, mixed to form a homogenous composite sample. Soil 

samples were collected at a depth of about 20 cm to avoid the effect of plant cycling of radionuclides. 

They were transferred to the laboratory in well-labelled polythene bags, where they were processed for 

measurement, as described by [9, 10]. Collected soil samples were air-dried to remove moisture 

contents, crushed into fine powered using an electric grinder, and sieved using a 2 mm mesh screen to 

obtain a fine-grained homogenous soil sample. The fine-grained homogeneous sample was packed and 

sealed into well-labelled airtight containers to prevent the escape of 220Rn and 222Rn. The sealed soil 

samples were stored for about four weeks to allow secular radioactive equilibrium between thorium, 

radium and short-lived decay products before measurement at the Centre for Applied Radiation Science 

and Technology (CARST), North-West University South Africa [4].   

Activity concentration of naturally-occurring radionuclides in soil was measured using broad-energy 

germanium detector (BEGe), with relative efficiency of 60%, a resolution of 2.0 keV for 1332 keV 

gamma-ray emission of 60Co and necessary efficiency and energy calibration.  Each sample was counted 

for 43,200 seconds, for the determination of the activity concentrations of 238U using the 295.2 keV 

(19.7%) and 351.9 keV (38.9%) gamma-rays from 214Pb and the 609.3 keV (43.3%), 1120.3 keV 

(15.7%) and 1764.5 keV (15.1%) gamma-rays from 214Bi, and activity concentration of 232Th using 238.6 

keV (44.6%) from 212Pb and 338.3 keV (11.4%), 911.6 keV (27.7%) and 969.1 keV (16.6%) gamma ray 

of 228Ac, while the activity concentration of 40K was determined using its 1460 keV gamma-line [11].  

The activity concentrations C(𝐵𝑞⁄𝑘𝑔) of the radionuclides were calculated using equation (1), as given 

by[10, 11]: 

𝐶(𝐵𝑞⁄𝑘𝑔) = 𝐾𝐶𝑛
(1)
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where Cn is the count rate under the corresponding peak, K =
1

εργMs
  is the efficiency of the detector at 

specific gamma-ray energy, ργ is the absolute transition probability of the specific gamma-ray, Ms is

the sample mass. The minimum detectable activity of 40K was 0.0189 Bq, while 238U and 232Th gamma 

energy line were not detected in the background spectrum. 

2.2.  Radiation indices measurements 

Absorbed dose rate (ABDR) in air at 1 m from terrestrial sources of gamma radiation is estimated using 

the measured activity concentration of 238U, 232Th and 40K by applying concentration-to-dose conversion 

factors of 0.462, 0.604 and 0.0417 respectively [1] 

𝐴𝐵𝐷𝑅 (𝑛𝐺𝑦⁄ℎ𝑟) = 0.462𝐶𝑈 + 0.604𝐶𝑇ℎ + 0.0417𝐶𝐾 (2) 

Annual effective dose equivalent was estimated using the conversion coefficient of 0.70 Sv/Gy from 

absorbed dose in air to effective dose received by adults and 0.2 as the outdoor occupancy factor and 

8760 hr [11] 

𝐴𝐸𝐷𝐸 (𝑚𝑆𝑣⁄𝑦𝑟) = 𝐴𝐵𝐷𝑅 (𝑛𝐺𝑦⁄ℎ𝑟) × 8760 × 0.2 × 0.70 × 10−6 (3) 

  The annual gonadal equivalent dose (AGED) equivalent due to specific activities of 238U, 232Th, and 
40K was estimated using the formula given by [12] 

𝐴𝐺𝐸𝐷 (𝜇𝑆𝑣⁄𝑦𝑟) = 309𝐶𝑈 + 4.18𝐶𝑇ℎ + 0.314𝐶𝐾 (4) 

Excess lifetime cancer risk (ELCR), used to estimate the probability of developing cancer over a lifetime 

at a given exposure level [12] is calculated using: 

𝐸𝐿𝐶𝑅 = 𝐴𝐸𝐷𝐸 (𝑚𝑆𝑣⁄𝑦𝑟) × 𝐷𝐿(𝑦𝑟) × 𝑅𝐹(𝑆𝑣−1) × 10−3 (5) 

where, AEDE is the annual effective dose equivalent, DL is the average duration of life (estimated to be 

70 years), RF is the Risk Factor (Sv-1) which is given as 0.05 for stochastic by ICRP [13]. 

External hazard index is used to quantify the effect of radon, a progeny of radium, and its short-lived 

products to the respiratory organs. It is estimated using equation 6, and must be less than unity for the 

radiation hazard to be negligible [12]. 

𝐻𝑒𝑥 =
𝐶𝑅𝑎

370
+

𝐶𝑇ℎ

259
+

𝐶𝐾

4810

(6) 

3. Results and Discussion

The activity concentration of naturally-occurring radionuclides in sampled plots, which include beetroot

plot (BRS), leek plot (LKS), mint plot (MTS), onion plot (ONS), parsley plot (PSS) and wheat plot

(WHTS) are presented in table 1. The results obtained for activity concentration of naturally-occurring

radionuclides in all the measured plots were observed to be lower than the world average recommended

values of  30 Bq/kg, 35 Bq/kg and 400 Bq/kg for 238U, 232Th and 40K, respectively [1]. The prevailing

activity concentration of potassium in all sample soils can be attributed to its abundance in nature,

agricultural practices that involve the use of organic and inorganic fertilizer containing potassium [14].

The high concentration of 238U to 232Th is attributed to the presence of uranium-bearing minerals

associated with mining regions, which is predominant in the study area [15]. The variation observed in

the activity concentration of each radionuclide is attributed to differences in radionuclides solubility and

mobility [16].

The relationship between radium equivalent activity, which is used to express the weighted sum of 
226Ra (238U), 232Th, and 40K, was investigated for the sampled plots using Pearson correlation. From table 

2, a weak positive correlation can be observed between radium equivalent activity in beetroot-wheat, 

and leeks-parsley. Pearson correlation of radium equivalent activity among other vegetational plots 

show poor correlation coefficients. This observation suggests the varying influence of plant types on 

soil radionuclides, affecting choice of plant for phytoremediation purpose. 
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Table 1: Activity concentration of naturally-occurring radionuclides of soil in the selected area. 

Sample code Parameters 238U (Bq/kg) 232Th (Bq/kg) 40K (Bq/kg) Raeq (Bq/kg) 

BRS 

Maximum 29.56±1.19 23.23±0.33 112.70±4.69 69.46 

Minimum 20.71±1.25 19.10±0.31 52.48±3.76 55.72 

Average 25.15±1.14 21.04±9.49 90.20±5.94 62.18±3.95 

LKS 

Maximum 14.75±0.67 8.154±0.20 68.08±3.30 30.55 

Minimum 8.87±0.63 5.37±0.22 34.52±3.43 21.04 

Average 11.48±0.68 6.77±0.18 51.30±4.96 24.92±3.36 

MTS 

Maximum 30.99±1.44 20.94±0.34 149.10±4.98 66.93 

Minimum 12.75±0.24 12.35±0.24 57.98±6.38 45.09 

Average 23.63±1.35 15.45±0.28 105.10±7.74 53.81±6.50 

ONS 

Maximum 18.35±0.97 10.53±0.21 97.03±4.61 35.95 

Minimum 6.06±0.59 6.79±0.17 45.26±13.78 22.64 

Average 11.29±0.76 8.08±0.19 70.42±10.06 28.26±4.78 

CMR 

Maximum 25.35±1.31 18.38±0.28 133.50±2.60 50.79 

Minimum 10.78±0.69 10.16±0.22 26.48±4.46 32.66 

Average 16.14±0.85 13.68±0.25 70.52±6.56 41.13±5.45 

PSS 

Maximum 26.79±0.89 21.87±0.31 134.40±5.82 64.09 

Minimum 17.91±5.14 13.84±0.25 58.46±4.96 52.53 

Average 23.08±1.50 19.52±0.30 99.69±6.19 58.67±3.45 

WHTS 

Maximum 18.78±0.85 10.02±0.71 128.90±3.33 43.04 

Minimum 7.13±0.59 7.08±0.18 62.79±10.40 23.26 

Average 11.78±0.75 8.32±0.38 89.25±11.86 30.55±6.16 

UNSCEAR [1] 35 30 400 370 

     Table 2: Correlation coefficient of radium equivalent in vegetational plots. 

BRTS LKS MTS PSS ONS WHTS 

BRTS 1.00 

LKS -0.47 1.00 

MTS -0.81 0.15 1.00 

PSS -0.35 0.58 0.28 1.00 

ONS 0.23 -0.10 -0.07 1.00 

WHTS 

-0.43

0.66 -0.54 -0.57 -0.07 0.02 1.00 
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3.1.  Radiological hazards 

The average absorbed dose rates estimated from the activity concentration of 238U, 232Th and 40K, for 

beetroot, leeks, mints, onion, parsley and the uncultivated plot is 28.11 nGy/hr, 11.46 nGy/hr, 24.66 

nGy/hr, 13.05 nGy/hr, 18.68 nGy/hr, 26.64 nGy/hr and 14.22 nGy/hr respectively. Absorbed dose rate 

obtained for all vegetational plots is found  to be lower than the world’s average value of  60 nGy/hr 

recommended by united Nations Scientific Committee on the Effect of Atomic Radiation [1] . Table 3 

show the average annual effective dose equivalent (AEDE), excess lifetime cancer risk (ELCR), annual 

gonadal dose equivalent (AGDE) and external hazard due to gamma ray emission from naturally-

occurring radionuclide from all investigated plots. Similarly, they are observed to be below the world 

average value of 1 mSv/yr, 2.90×10-04, 300 µSv/yr and unity, for annual effective dose equivalent, excess 

lifetime cancer risk annual gonadal dose equivalent and external hazard index respectively, indicating 

that the study area is safe for living and agricultural purposes.  

Table 3: Average radiological dose and hazard indices of soil in various vegetational plots. 

Plots ABDR (nGy/hr) 
AEDE 

(mSv/yr) 
ELCR Hex 

AGED 

(µSv/yr) 

28.11 0.03 1.21×10-4 0.17 122.78 

11.46 0.01 4.91×10-5 0.07 67.87 

24.66 0.03 1.06×10-4 0.15 122.74 

BRS 

LKS 

MTS 

ONS 13.05 0.02 5.59×10-5 0.08 73.71 

18.68 0.02 8.01×10-5 0.11 88.75 

26.64 0.03 1.14×10-4 0.16 119.34 

14.22 0.02 6.08×10-5 0.08 81.15 

CMR 

PSS 

WHTS 

UNSCEAR [1] 60.00 1.00 2.90×10-04 1.0 300.00 

4. Conclusion

Agricultural practices play an essential role in environmental radioactivity level, posing a significant

exposure scenario to farmers and human food chains. The radiological impact of agrochemicals in soil

was estimated using soil radioactivity measured in different vegetational plots in Rustenburg, South

Africa. In all sampled soil, the activity concentration of naturally-occurring radionuclides was observed

to increase in order of 40K > 238U > 232Th. The prevailing activity concentration of potassium in all

sampled soil is attributed to its abundance in nature, agricultural practices that involve the use of organic

and inorganic fertilizer containing potassium. Observed high concentration of 238U to 232Th is has a result

of the presence of uranium-bearing minerals associated with mining regions. The overall variation

observed in the concentration of measured radionuclides is attributed to differences in their solubility

and mobility [17].

However, radiological parameters such as absorbed dose rate, annual effective dose equivalent, 

excess lifetime cancer risk, external hazard index, estimated are found to be below recommended level. 

Thus, the study indicates the study area is safe for living and agricultural purposes. Notwithstanding, 

regular monitoring of soil radioactivity is recommended due to the presence of mines in the farming 

vicinity and the use of various agrochemicals, which contribute significantly to soil radioactivity.  
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Abstract. A 2”×2” LaBr3:Ce detector was used to measure ambient background 
radiation, as well as the radiation of two standard sources with different activities, 
22Na and 60Co. The sources have been measured at increasing distances from the 
detector to investigate the relation between a point-source solid angle and the 
detection limit of each radiation source. Results obtained during the study indicated a 
relation between source activity and the solid angle to such an extent that a detection 
limit can be extrapolated for sources with different activities, also considering 
background radiation. It was further shown that the solid angle is source independent.

1. Introduction

Over several years gamma-ray spectrometry has been limited to the use of NaI:Tl and Ge-based

detectors. More recent development introduced the LaBr3:Ce detector as an alternative detection device
for several reasons. These include a more than two-fold better peak resolution compared to NaI:Tl
detectors [7], a high light yield with > 65000 photons/MeV [5], and good detection efficiency [1]. No
liquid nitrogen cooling is required, and the device lends itself as very practical in terms of ex-situ
measurements due to its light weight and mobility [4]. Radiation is present everywhere in the natural
environment due to naturally occurring radioactive materials (NORM) in the Earth’s crust as well as in
the atmosphere. Sources of this radiation are the 238U and 232Th decay series, and radioactive 40K [2].
This results in background radiation that must be corrected for during experimental radiation
measurements, data interpretation and the calculation of actual source activities and detection limits,
especially when measurements are done in terrestrial environments. This work forms part of a broader
scope of research where the LaBr3:Ce detector will be utilised as a mobile unit to investigate in-situ
radiation in various environmental regions. The relation between source activity and the solid angle
relative to the detector surface is important during the determination of radiation detection limits.

2. Experimental

Radiation measurements related to this study were performed inside a vault (at iThemba LABS, Cape
Town) constructed with building materials such as concrete. The vault is designed and shielded from
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the outside environment as such that the radiation present will be from the building material of the 
vault itself. No significant variation in background radiation is expected. It is important to note that the 
detector position inside the vault is fixed which further emphasise no expected change in background 
radiation. Radiation sources and background measurements were done using a LaBr3:Ce detector with 
a 2”×2” crystal. The detector was energy calibrated using three standard sources with known gamma-
ray energies: 22Na, 60Co and 152Eu. One background measurement inside the vault was performed for 
10 minutes. Two standard sources, 22Na and 60Co, were measured at various distances from the 
detector. These distances were correlated with a solid angle value (Ω) where Ω = A/r2. The symbol A 
represents the detector surface area, and r represents the point-source distance between the detector 
and radiation source being measured [3]. Each source was measured for 10 minutes.   

3. Results and discussion

Data obtained during the measurements of each source at various distance from the detector are
summarised in table 1.

Table 1. Data for 22Na and 60Co: Total = total peak counts, Peak = background corrected counts.

Total Peak Background Total Peak Background 
r 

(mm) Ω (Sr) 511 keV 22Na 1274 keV 22Na 
228 0,038989 

(0,20) 
543386 
(737) 

501400 
(708) 

41986 
 (205) 

128100 
(358) 

120757 
(348) 

7353 
(86) 

545 0,006824 
(0,083) 

114367 
(338) 

107107 
(327) 

7260 
(85) 

26430 
(163) 

23132 
(152) 

3297 
(57) 

2275 0,000392 
(0,020) 

12530 
(112) 

5875 
(77) 

6635 
(81) 

2491 
(50) 

1009 
(32) 

1482 
(38) 

2675 0,000283 
(0,017) 

9566 
(98) 

4341 
(66) 

5228 
(72) 

1796 
(42) 

665 
(26) 

1131 
(34) 

4330 0,000108 
(0,010) 

5828 
(76) 

1906 
(44) 

3922 
(63) 

r 
(mm) Ω (Sr) 1173 keV 60Co 1333 keV 60Co 
175 0,066182 

(0,25) 
32017 
(179) 

24779 
(157) 

7238 
(85) 

25926 
(161) 

22098 
(149) 

3828 
(62) 

560 0,006463 
(0,080) 

6021 
(78) 

2897 
(54) 

3124 
(56) 

3783 
(62) 

2103 
(46) 

1680 
(41) 

775 0,000337 
(0,018) 

3304 
(57) 

1302 
 (36) 

2002 
(45) 

2234 
(47) 

1014 
(32) 

1220 
(35) 

For each peak the number of counts appear as a Gaussian distribution around the centroid of the peak. 
Measurement of the peak area was be done by a summation of the number of counts in each channel 
considered to be part of the peak, referred to as the region of interest (ROI). For background 
correction, channels were selected at both the lower and higher energy sides of each peak, just outside 
the ROI. The sum of the background counts in both regions were divided by the number of channels 
which gave an indication of the mean number of background counts for each channel. The sum of the 
counts for all channels in the ROI was determined, followed by the subtraction of the mean number of 
background counts in the same region. The result of this is a background corrected net peak area. 
Except for NORM’s, also contributing to background counts is the Compton continuum associated 
with each radiation source. This continuum intensity is directly proportional to source activity, and the 
solid angle. Using the 60Co source as example, this is illustrated in figure 1. 
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Figure 1. 60Co spectrum with the source measured at increasing distances from the detector. 

The results summarised in table 1 were used to determine a first order response between source 

activity and the solid angle. It can be assumed that the number of counts measured is directly 
proportional to the source activity, and the solid angle (distance between point-source and detector 
surface) as a first order function: Total counts = b (Ω) + c. These correlations are summarised in table 
2.. The lots are shown in figure 2.

Figure 2. Plots for 22Na 511 keV (a), 1274 keV (b) and 60Co 1173 keV (c), 1333 keV (d). 
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Table 2. Response curves for 22Na and 60Co. 
Source/Energy Activity (kBq) C (Slope error) b R 
22Na 511 keV 375.2 8915 1 

22Na 1274 keV 375.2 2001 0.9993 
60Co 1173 keV 47.48 2445 0.9982 
60Co 1333 keV 47.48 

1.376 x 107 (59505) 

3.244 x 106 (225080) 

1.118 x 106 (656) 

9.359 x 105 (9410) 1162 0.9998 

The regression value (R) confirms the linear proportionality between the number of counts and the 
solid angle. Using these equations, it is possible to calculate the number of peak counts at any selected 
source activity. This should give an indication in terms of counts detected as a function of solid angle 
and source activity. The results are summarised in table 3. 

Table 3. Calculated peak counts for different solid angles and activities. 

511 keV Ω 
Activity (kBq) 0,0389895 0,0068238 0,0003916 0,0002832 0,0001081 

376 545583 (739) 102840 (321) 14305 (120) 12814 (113) 10403 (102) 
300 437107 (661) 83855 (290) 13216 (115) 12026 (110) 10102 (101) 
200 294377 (543) 58875 (243) 11782 (109) 10989 (105) 9706 (99) 
100 151646 (389) 33895 (184) 10349 (102) 9952 (100) 9311 (96) 
50 80280 (283) 21405 (146) 9632 (98) 9433 (97) 9113 (95) 
10 23188 (152) 11413 (107) 9058 (95) 9019 (95) 8955 (95) 
5 16052 (127) 10164 (101) 8987 (95) 8967 (95) 8935 (95) 
0 8915 (94) 8915 (94) 8915 (94) 8915 (94) 8915 (94) 

1274 keV Ω 
Activity (kBq) 0,0389895 0,0068238 0,0003916 0,0002832 0,0001081 

376 128548 (359) 24149 (155) 3272 (57) 2920 (54) 2352 (48) 
300 102969 (321) 19672 (140) 3015 (55) 2735 (52) 2281 (48) 
200 69313 (263) 13782 (117) 2677 (52) 2490 (50) 2188 (47) 
100 35657 (189) 7891 (89) 2339 (48) 2246 (47) 2094 (46) 
50 18829 (137) 4946 (70) 2170 (47) 2123 (46) 2048 (45) 
10 5367 (73) 2590 (51) 2035 (45) 2025 (45) 2010 (45) 
5 3684 (61) 2296 (48) 2018 (45) 2013 (45) 2006 (45) 
0 2001 (45) 2001 (45) 2001 (45) 2001 (45) 2001 (45) 

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 232



From this data a limit of detection can be estimated for each line: For 22Na 511 keV at roughly 10000 
counts and for 22Na 1274 keV at roughly 3000 counts. At these values, counts from the source become 
indistinguishable from background counts. These values correlate well with the intercept values 
obtained for each line as summarised in table 3. By scaling these b-coefficients for 511 keV and 1274 
keV on the same plot, a limit of detection at each solid angle can be extrapolated, as shown in figure 3. 

Figure 3. Scaled plots for 22Na at 511 keV and 1274 keV 

In the same way, limits of detection can be estimated for 60Co 1173 keV at roughly 2000 counts and 
for 60Co 1333 keV at roughly 3000 counts. This allows for the calculation of a detection limit in terms 
of activity at a specific solid angle. Results obtained are summarised in table 4. 

1173 keV Ω 1333 keV Ω 
Activity 
(kBq) 0,066182 0,0064631 0,0033745 

Activity 
(kBq) 0,066182 0,0064631 0,0033745 

47 9785 (99) 3162 (56) 2819 (53) 47 7304 (85) 1762 (42) 1475 (38) 
40 8692 (93) 3055 (55) 2764 (53) 40 6389 (80) 1672 (41) 1429 (38) 
30 7130 (84) 2903 (54) 2684 (52) 30 5082 (71) 1545 (39) 1362 (37) 
20 5568 (75) 2750 (52) 2604 (51) 20 3776 (61) 1417 (38) 1295 (36) 
10 4007 (63) 2598 (51) 2525 (50) 10 2469 (50) 1290 (36) 1229 (35) 
5 3226 (57) 2521 (50) 2485 (50) 5 1815 (43) 1226 (35) 1195 (35) 
0 2447 (49) 2445 (49) 2445 (49) 0 1163 (34) 1162 (34) 1162 (34) 
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Table 4. Limit of detection expressed as activity at specific solid angles. 

Distance (mm) Solid angle (Ω) 511 keV 1274 keV 
LD Activity (kBq) LD Activity       (kBq) 

228 0,03899 0.761 (0,87) 0.761 (0,87) 
545 0,006824 4.35 (2.1) 4.35 (2.1) 

2275 0,0003916 75.7 (8.7) 75.7 (8.7) 
2675 0,0002832 104.7 (10.2) 104.7 (10.2) 
4330 0,0001081 274.3 (16.6) 274.3 (16.6) 

mm Ω 1173 keV 1333 keV 
LD Activity (kBq)    LD Activity (kBq) 

175 0,06618 0,415 (0,64) 0,420 (0,65) 
560 0,006463 4,25 (2,1) 4,30 (2,1) 
775 0,003375 8,14 (2,85 8,32 (2,9) 

4. Conclusion

This investigation showed that the extrapolation of activity detection limits for different radiation
sources - taking into consideration background counts, source activity and the distance between the
detector and a point source (solid angle), and measurement time - is possible. When measurements are
done in terrestrial environments it is most likely that the main source of radiation will be NORM’s,
hence the predominant source of background radiation. The intensity of this radiation is also regional-
dependent as it will differ from one location to another. It is worthy to mention that the results
obtained during this study is related to the specific experimental conditions such as the environment
where the measurements were taken, the detector used, and counting time. Data obtained during
terrestrial measurements will vary. For example, longer measurement times (compared to the 10
minutes during this study) might yield lower detection limits. This emphasises the importance of being
able to estimate a limit of detection in terms of source activity, as well as optimising measurement
time should there be some other source of radiation present, other than NORM’s. By using two
different radiation sources during this research, it is also evident that the activity limit of detection is
source independent.

References 

[1] Drescher A, Yoho M, Landsberger S, Durbin M, Biegalski S, Meier D and Schwantes J 2017

Gamma-gamma coincidence performance of LaBr3:Ce scintillation detectors vs HPGe 

detectors in high count-rate scenarios Appl. Radiat. and Isot., 122 116-120 

[2] James M E 2013 Physics for radiation protection 3rd ed. Wiley-VCH Verlag GmbH & Co.

KGaA 

[3] Knol G F Radiation detection and measurement 3rd ed. John Wiley & Sons, Inc.

[4] Ntalla E, Markopoulos A, Karfopoulos K, Potiriadis C, Clouvas A and Savidou A 2020

Development of a semi-empirical calibration method by using a LaBr3(Ce) scintillation 

detector for NORM sample analysis HNPS Adv. Nucl. Phys. 27 199-202 

[5] Quarati F G A, Owens A, Dorenbos P and De Haas J 2011 High energy gamma ray

spectroscopy with LaBr3 scintillation detectors Nucl. Instrum. Methods Phys. Res. 629 (1) 

157-169

[6] Rosson R, Lahr J and Khan B 2011 Radiation background in a LaBr3(Ce) gamma-ray

scintillation detector www.health-physics.com.

[7] Zeng M, Zeng Z and Cang J 2014 A Prototype of LaBr3:Ce in situ Gamma-Ray Spectrometer

for Marine Environmental Monitoring Technol. Instrumentation in Particle Phys. June 2014 

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 234



An estimation for the 4γ branching ratio of

positronium using LaBr3:Ce scintillator detectors

S Johnson1,2, T Leadbeater1 and P Jones2

1 Department of Physics, University of Cape Town, Private Bag X3, Rondebosch, 7701, South
Africa
2 Department of Subatomic Physics, iThemba LABS, PO Box 722, Somerset West, 7129,
South Africa

E-mail: sjohnson@tlabs.ac.za

Abstract. An approximation for the branching ratio of the four-photon decay of
parapositronium (BR4γ) was measured using a multi-gamma-ray spectrometer. For the first
time in such measurements, the spectrometer consisted of an array of eight identical LaBr3:Ce
scintillator detectors, each of which combines good energy resolutions (5% and 10% at 511 keV
for the signals from the eighth dynode and anode of the photomultiplier tube, respectively) with
an excellent timing resolution (∼ 300 ps). Through simplifying assumptions that neglected the
background corrections and efficiency normalisations for each of the 2γ and 4γ decays, a first
order approximation of BR4γ was determined as the ratio between measured 4γ events (N4γ)

and measured 2γ events (N2γ), such that BR4γ ∼ N4γ = 4.8 (19) × 10−7. This measured value
N2γ

of BR4γ differs from previous measurements and accepted literature values by a factor of 3.

1. Introduction and background
Positrons (e+) are the positively-charged anti-particles of electrons (e−). Due to the prevalence
of electrons in matter, free positrons are often not observed to exist for prolonged periods of
time (since they quickly undergo annihilation). Following emission from a decay, a positron
travelling through a medium will undergo a series of collisions with bound electrons, causing
it to thermalise. Once sufficiently thermalised, the positron will undergo either one of two
processes: direct annihilation with an electron of opposing spin, or it will form an exotic atom
known as positronium (Ps). Ps is a quasi-stable system consisting of an electron and a positron.
After a finite period of time, the two particles annihilate to produce an even or odd number
of gamma-rays (depending on the relative spin states of each particle, as well as the governing
energy, momentum, and charge conservation laws). Similar to that of hydrogen, the ground
state of Ps has two varieties: parapositronium (p-Ps), which is a singlet state with total spin
S = 0, and orthopositronium (o-Ps), which is a triplet state with total spin S = 1. The Ps
state can be considered non-relativistically as the product of an orbital wave function and a spin
vector given as,

Ψn,l,m(r)|S, Sz〉. (1)

The orbital wave function in Equation (1) is the wave function of the hydrogen atom (with
the electron mass replaced by the reduced mass of the e+e− pair), where n, l, and m are the
usual principle (n ∈ Z ≤ 0), orbital (0 ≤ l < n − 1) and magnetic (m ≤ l) quantum numbers,
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respectively. The spin vectors are linear combinations of products of those of the individual
particles, of which there are four possible:

|S = 1, Sz = 1〉 = | ↑〉| ↑〉

|S = 1, Sz = 0〉 =
1√
2

(| ↑〉| ↓〉+ | ↓〉| ↑〉) (2)

|S = 1, Sz = −1〉 = | ↓〉| ↓〉

|S = 0, Sz = 0〉 =
1√
2

(| ↑〉| ↓〉 − | ↓〉| ↑〉)

The first three expressions describe the possible spin states of o-Ps (triplet), while the last ex-
pression describes the spin state of p-Ps (singlet). The selection rule that governs the e+e−

annihilation [1, 2] is particularly important in understanding the decay modes of Ps. As a direct
consequence from the selection rule and the energy, momentum, and charge conservation laws,
it can be shown that p-Ps must decay into an even number of photons (two or more), while o-Ps
must decay into an odd number (three or more). This is shown succinctly by Harpen [3].

The ultimate aim of this study is to demonstrate the measurement feasibility of the four photon
branching ratio of p-Ps using an array of eight identical 2× 2” Lanthanum Bromine (LaBr3:Ce)
detectors. For these measurements, locally-produced 22Na sources of various activities were used
as positron emitters. It should be noted that 22Na has a β+ decay branching ratio of 90.3% [4],
which makes it a suitable candidate for producing Ps.

2. Experimental set-up
2.1. Detector assembly
Measurements of the gamma radiation emitted from 22Na radioactive sources of various activities
were performed with the gamma-ray spectrometer. The gamma-ray spectrometer (see Figure 1)
consisted of an array of eight LaBr3:Ce (5%) detectors (labelled as D1-D8), which were arranged
in a planar geometry. These detectors were manufactured by Saint-Gobain, and each consists of
a 2 × 2” LaBr3:Ce scintillation crystal lattice which is attached to a Hamamatsu R2083 PMT.
A 22Na source was placed symmetrically at the centre of the detector array, such that it was
equidistant at 12 cm from the face of each detector. The source was placed on a plastic stand,
which ensured that it was situated in the same plane as the centre of each detector. Based on
the cylindrical geometry of each detector, and the equidistant source-to-detector distance, the
solid angle subtended between the source and each detector was determined to be 1.0838 (1)%
of 4π steradians. Due to the symmetry of the set-up and isotropic nature of the source, the
accumulative solid angle for the eight-detector system is 8.671 (3)% of 4π steradians.

2.2. Electronics and data acquisition system
As seen in Figure 1, the electronics (including the high voltage (HV) supply, the XIA Pixie-16
module and the CPU) were all housed in a crate and NIM bin. Each detector was powered by an
HV power supply, and the detectors photomultiplier tube (PMT) anodes were integrated with a
model 474 ORTEC pre-amplifier to provide the signals. The operating voltages for each detector
were chosen such that the detectors were gain-matched, and the data was then re-binned post-
acquisition through energy calibration. The signals generated at the anode (fast signal) and
eighth dynode (slow signal) of the PMT were pre-amplified, and the resulting output signals
were transmitted to the XIA Pixie-16 module using RG175/lemo connectors and RG58 cables,
respectively. The XIA Pixie-16 module is a 16-channel digital signal processor which samples the
waveform data at 500 MHz [5]. Each of the 16 channels of the Pixie-16 module can be operated
independently for data acquisition. Each channel is gated using a Channel Gate Input which
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Figure 1. Eight LaBr3:Ce detectors (D1-D8) are situated in a planar geometry. The associated
electronics of the detector system are also shown. (A = 22Na source, B = High voltage supply,
C = Pixie-16, D = Crate and NIM bin, E = CPU and F = PC display).

ranges from 0-15. Each of the slow signals of detectors D1-D8 respectively, were connected to
channels 0-7. Each of the fast signals of detectors D1-D8 respectively, were connected to channels
8-15. The digital signal processing (DSP) parameter settings for both the slow and fast signals
were selected such that the measured energy resolutions were minimised to 5% and 10% at
511 keV for each detector, respectively. The software used for the data acquisition was the
Multi Instance Data Acquisition System (or MIDAS) [6, 7]. MIDAS was able to access all of the
recorded data from the hardware electronics through a single Peripheral Component Interconnect
(PCI) bridge (PXI-8360). The data was recorded in list-mode and written to network storage
for offline analyses. Each recorded event consisted of an event ID, timestamp (48-bit), CFD time
(16-bit), and (calibrated) energy (16-bit) [5]. The measurement had an accumulative run time
of 5.16× 106 s, which is comparable to the run time of similar experiments performed by Yang
et al. (2.02× 107 s [1]) and Vetter & Freedman (9.45 (1)× 105 s [8]). There were approximately
4.85× 1011 total events (∼ 12.5 TB of data) recorded at an average acquisition rate of 2.4 MB/s.

3. Data processing, analyses and results
3.1. Data reduction
Due to the large amount of data acquired during the measurement process, a filtering method
was a necessary implementation. The object of the data reduction is to identify the events
corresponding to both two and four photon decays, and separate each from the background
events. The sorting code for the data defines the energy (Ec) and time (Tc) windows that were
used to filter between various detected interactions. These windows act as logical filters which
allow for the data to be categorised with specific energy and timing requirements. Specifically,
the two filtering conditions that all potential Ps annihilation events must pass include:

• the sum energy of the detected photons in the event must sum to 1022 keV (so that events
correspond to the real mass of the annihilating e+e− pair). The sum energy window Ec is
set such that |

∑n
i=1Ei − 1022 keV| < Ec = 80 keV.

• the detected photons must be detected in coincidence within a time window Tc = 2 ns i.e.
the arrival times of each photon must occur within 2 ns of detection.
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The width values for Ec and Tc for each detector in the detector array were selected such that
the number of accepted 4γ events are maximised, while minimising background events from
accidental interactions. These widths correspond to approximately 7σ of their respective peaks
with a confidence level limit greater than 99%.

3.2. Multiplicity spectra
Figure 2 shows the multiplicity plots (Tc-gated and Tc-Ec-gated) that were generated through a
data sorting code. The sorting code runs through each pair of detectors to determine whether
the recorded events meet the timing and/or energy requirements defined by Ec and Tc. When
sorting the data, the Tc-gated plot only applies the Tc filtering condition, while the Tc-Ec-gated
plot applies both the Tc and Ec filtering conditions. A typical run through the sorting code to
generate the multiplicity spectra is summarised below:

• The time difference between events in detectors j and k ≥ j + 1 is determined such that
the time difference peak is centred at some constant offset t > 0 (which is later set to 0 ns).

• If the time difference lies within the pre-defined time window Tc, a counter (denoted m1) is
incremented by 1. As the sorting code runs through each pair of detectors, m1 will therefore
be incremented by the number of detector pairs which have events measured in coincidence.

• The events in each detector j and k are checked for whether they correspond to the
annihilation photon energy. If they lie within the energy window Ec, then a separate counter
(denoted m2) is incremented by 1. m2 will be incremented by the number of detector pairs
which have events corresponding to both the timing and energy requirements.

• After the sorting code has run through each pair of detectors, the values of m1 and m2 are
binned separately, which generates two different multiplicity plots. The plot that bins m1

values (Tc-gated plot) shows the multiplicity for coincident gamma-ray events, while the
plot that bins m2 (Tc-Ec-gated plot) shows the multiplicity for coincident events measured
at the energy of the annihilation photon.

• This algorithm is repeated until all of the recorded data is processed.
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Figure 2. M is shown for the contributions of both the Tc-gated (black), and Tc-Ec-gated (red)
spectra. Tc-gated shows the filtered data using the time window Tc = 2 ns, while Tc-Ec-gated
shows the filtered data using both the energy and time windows Ec = 80 keV and Tc = 2 ns.
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Clearly the sorting code sorts measured events into detector pair multiplicities (which is denoted
asM in Figure 2). As such, the nature of this sorting allows for the use of the binomial formula,(

n
k = 2

)
=

n!

k!(n− k)!
=

n!

2(n− 2)!
, (3)

where k = 2 because the code sorts the events into multiplicities of detector pairs. Equation (3)
provides a relation between the number of detectors that detected an event to the bin numberM
in which the event was placed. Hence, the case of n = 2 would correspond to the number of counts
recorded between any two detectors, and is calculated as ( 2

2 ) = 1. This shows that a pair of
detectors has a multiplicity ofM = 1, and so all 2γ events will be recorded in bin number 1 of the
Tc-Ec-gated plot. Excluding accidental background interactions, the majority of these 2γ events
(∼ 60% for most materials [9]) are resultant from direct annihilation, while the rest arise from the
2γ decay of Ps. For ease of reference, the counts corresponding toM = 1 in the Tc-Ec-gated plot
are denoted as N2γ = 3.02 (21)×1011. For the case of four detectors, n = 4, and so Equation (3)
becomes ( 4

2 ) = 6. So the case of four detectors has a multiplicity of M = 6, and hence, all
possible 4γ events (the majority of which are from the 4γ decay of Ps) will be recorded in bin
number 6 of the Tc-Ec-gated plot. For ease of reference, the counts corresponding to M = 6 in
the Tc-Ec-gated plot are denoted as N4γ = 1.45 (55)×105. The values of N2γ and N4γ are used for
the 4γ branching ratio calculation in the following section. The counts corresponding to otherM
values are resultant from other detector multiplicities that are not of interest to this work. There
are two types of uncertainties considered for the counts of the multiplicity spectra in Figure 2.
These include the uncertainty from the coincident counting of event multiplicities (statistical),
and the selection of window filter values for Ec and Tc (systematic). The statistical uncertainty
was found to be several orders of magnitude smaller than the systematic uncertainty. It should
also be mentioned that the relatively long measurement period of this work (∼ 1433 hours)
reduces the statistical noise of the measurement, and hence, the systematic uncertainty is the
main contribution to the uncertainties shown in N2γ and N4γ .

3.3. Calculations and discussion
Vetter & Freedman [8] determined the 4γ branching ratio of p-Ps (denoted BR4γ) using,

BR4γ =
(N4γ −B4γ)ε2γ

N2γε4γ
. (4)

where Nnγ represents the number of nγ events observed, B4γ is the expected number of 4γ
background events, and εnγ is the detection efficiency of the detector array for nγ annihilations.
Equation (4) is derived from the ratio between the number of detected 4γ events with the number
of detected 2γ events (both normalised with their respective detection efficiencies). Lastly, the
correction term B4γ accounts for the accidental detections of 4γ background events. In the
previous section, the values for N2γ and N4γ were highlighted as key results from the Tc-Ec-gated
plot of Figure 2. In order to complete the calculation of Equation (4), values for B4γ , ε2γ and
ε4γ must be estimated. From previous measurements of BR4γ , Adachi et al. [10], Yang et al. [1],
and Vetter & Freedman [8] evaluated these quantities (or similar) by performing Monte Carlo
detector simulations for their respective experiments. Such simulations are beyond the scope of
the current work, and is suggested as follow up. However, a suitable estimate for BR4γ can be
obtained using this work’s measured values for N2γ and N4γ . At its most fundamental level,
Equation (4) is the ratio between the number of detected 4γ events with the number of detected
2γ events. Neglecting the secondary considerations of 4γ background subtraction and efficiency
normalisations, a suitable ‘first order’ approximation for BR4γ can be obtained as,

BR4γ ∼
N4γ

N2γ
= 4.8 (19)× 10−7. (5)
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While this result is not a true measurement of BR4γ , it does seem to be a fairly promising
estimation. The accepted value for BR4γ is given by BR4γ,theory = 1.4388 (21)× 10−6 [11], which
is a factor of 3 larger than the estimate. From similar measurements of previous publications,

N2γ
∼ 5 × 10−9, while Adachi et al. [10] found

N4γ

N2γ
Vetter & Freedman [8] found

N4γ ∼ 5 × 10−8.

The discrepancies observed between these ratios are expected. The experimental set-up of
this work and each of the aforementioned publications differ significantly (different detectors,
detector geometries, and radioactive sources), which would suggest that the 2γ and 4γ detection
efficiencies for each set-up would then also likely differ. Therefore, different measurements for
N4γ

N2γ
will be found depending on the experimental set-up. As a consequence, there is no apparent

method to quantify the quality of the BR4γ estimation from this work.

4. Summary and further work
The aim of this study was to demonstrate the measurement feasibility of the four photon
branching ratio of p-Ps (denoted BR4γ) using the experimental set-up described in Section 2. A
complete calculation of BR4γ was not performed, since key factors from Equation (4) (specifically
B4γ , ε2γ and ε4γ) were not evaluated. However, the key results of N2γ and N4γ were obtained
through the generation of multiplicity spectra that allowed for the separation of the data into
a binned distribution. The ratio between the values of N4γ and N2γ allowed for an order of
magnitude to be estimated for BR4γ given by,

BR4γ ∼ 5 (2)× 10−7.

This estimation was compared to the accepted value, and was found to differ by a factor of 3.
The most obvious limitation of this work is the lack of a final measurement result for BR4γ . An
improvement, therefore, would be to evaluate the factors B4γ , ε2γ and ε4γ using Monte Carlo
simulations for this work’s experimental set-up. Factoring in these additional results using
Equation (4) will allow for a complete calculation to be performed, and will provide a conclusive
measurement of BR4γ (comparable to the literature values quoted).
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Abstract. Fibre Optic Sensors (FOS) are fibres with optionally a specific preparation or
functional coating, which endows them sensitivity to various environmental parameters. The
sensor is designed for extreme environments. Specifically, the environment of a nuclear reactor
core, where the dose may be 2 GGy in two weeks of operation. The technologies considered
are based on Fibre Bragg Gratings (FBGs), and also Long Period Gratings (LPGs). Using
sense-region-gratings written into the fibre, one can measure length changes at the sensor with
1 pico-meter precision. There is growing interest in optical fibre based sensors for application
in nuclear reactors because of their intrinsic attributes, such as package compactness, high
bandwidth, multiplexing, ability to measure remotely in real time, and immunity to most
electromagnetic perturbations. In-core, real-time, on-line and multi-parameter information
gathering sensors throughout the nuclear power system could have the potential to improve
efficiency and subsequently lower the overall cost of the nuclear power systems. In addition, the
safety case would be greatly enhanced. FOS are presented as a remarkable new opportunity for
sensing, especially in all kinds of extreme environments, and they represent a niche opportunity
in the context of nuclear energy generally (PWR, BWR). In-core, on-line technology for sensing
temperature, dose, water level and other parameters can enable instantaneous Reactor State
knowledge enabling novel reactor operations and management. This paper discusses the current
state of our experimental and theoretical programme.

1. Introduction
There is growing interest in the nuclear industry in optic fibre technology for both data
communication and sensing applications. Optic fibre applications are found in a wide range
of sectors such as in civil engineering structures, accelerators, etc. Events that took place in
Japan in 2011, the Fukushima earthquake disaster, have highlighted the need for more research
in radiation protection and nuclear safety to improve safety in the current and future nuclear
power plants. South Africa operates two pressurized water reactors at Koeberg Nuclear Power
station, which contributes about 5% of the country’s electricity to the national grid [1]. This
nuclear station was built in the 1970s; such novel technology would provide additional real-
time in-core monitoring systems for the various critical parameters in the nuclear reactor. In
addition to the reactor safety, accurate real-time measurements at multiple points and locations
such as measurements of temperature, neutron dose levels, water levels and other parameters
would allow enhanced power output from the nuclear reactor, and that would have tremendous
economic benefits for the country. Traditional sensors such as thermocouples for temperature
and fission fragment detectors for neutron flux have a limitation in that one may have indirect
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measurements, sensing by a proxy not at the optimal positions and at all times, and working
with a limited amount of sensor data. A single cable fibre can be multiplexed with tens of
sensors, and in some cases, continuously sense along its length, thus equivalent to several 10
000s sensors. It can generate a continuous stream of data as a time series, e.g. temperature and
neutron flux time differential mapping. Such detailed mapping would ensure that there are no
hot spots occurring within the nuclear reactor.

Optic fibres potentially offer a wide range of advantages for safe operation and control
of nuclear power reactors. Optic fibre sensors exhibit a number of attractive features more
advantageous than their electronic counterparts: i) there is no need to power them or use
with amplifiers, ii) they require small cable size and weights, which makes it easy to place in
normally inaccessible areas, iii) one cable can be adapted to measure multiple environmental
parameters, iv) allow for large scale multiplexing without electronics, v) and their remote sensing
ability limits radiation exposure risks to workers. A nuclear reactor environment is characterised
by the presence high electromagnetic interference and radiation levels, which can cause serious
deterioration in the performance of the conventional sensors. Fibre optic sensors can be designed
to withstand harsh nuclear reactor environments where the dose may be 2 GGy within two weeks
of operation. Silica is a low Z non-metallic material, its introduction into a controlled reactor
area would result in insignificant production of secondary waste. In this work, we report on the
current state of our experimental and theoretical programme at Nuclear Energy Corporation of
South Africa (Necsa) in Pretoria.

2. In-fibre based sensors

Figure 1. Schematic diagram of (a) Fibre Bragg Grating and (b) Long Period Grating written
in a silica core fibre [2].

In-fibre gratings, shown in figure 1, are created by inducing periodic modulation of the
refractive index in the fibre core formed by a spatially periodic exposure to intense light or other
suitable radiation [3–5]. They are classified into two types based upon the period of grating.
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The Fibre Bragg Grating (FBG), shown in figure 1(a) has a grating period of about 1 µm [6]. A
FBG behaves as a wavelength selective filter which reflects light signals at a specific wavelength,
known as the Bragg wavelength (λB) that is strictly dependent on the fibre effective refractive
index (neff ) and the grating pitch Λ of the FBG:

λB = 2·neff ·Λ (1)

The sensing qualities of a FBG are evident from this equation, any changes to the period
Λ and/or the refractive index of the grating neff will be reflected by a shift in the Bragg
wavelength λB. In a Fibre Bragg Grating sensor, the information on the measured parameter
(temperature or strain) is wavelength-encoded and therefore insensitive to radiation-induced
losses. The fractional Bragg wavelength shift for a temperature change ∆T is given by

∆λB
λB

= (α+ ξ)∆T (2)

where α is the thermal expansion coefficient, about 0.5 × 10−6/◦C [7] at room temperature
and ξ represents the thermo-optic coefficient, about 10−5/◦C [8]. FBGs are inherently sensitive
to temperature and strain. In order to make them sensitive to other parameters, one needs to
apply specialised coatings to the fibre. The coating converts the measured response into a strain
on the fibre section that contains the gratings.

A Long Period Grating (LPG) has a longer grating period than an FBG, in the range 100
µm– 1 mm. The LPG shown in figure 1 (b), the transmitted spectrum has valleys due to
resonant energy losses by the cladding when there is power coupling between the fundamental
guided core mode and co-propagating cladding modes. Each mode coupling happens at a distinct
wavelength, where the so-called phase matching condition is satisfied:

λB = (neff − niclad)·Λ (3)

where neff is the effective refractive index of the propagating core mode at wavelength λ, niclad
is the refractive index of the ith cladding mode and Λ is the period of the LPG. The nclad
can collectively include the optical coupling of the cladding to the functional coating and the
environment beyond the functional coating. The centre wavelengths of the attenuated bands in
the transmitted spectrum are sensitive to the period of the LPG, the length of the LPG and
to the refractive index of the local environment [9]. The increased sensitivity to functional
coating and the environment through this optical coupling and the increased complexity of the
transmitted spectrum endow LPG technology with a wider range of designer capability and
sensitivity. LPGs have a wider scope as “designer” sensors, in terms of what can be sensed, how
it can be tuned for the particular application, and the enhanced sensitivity.

3. Radiation hardness tests for the optic fibres at SAFARI-1
Initial tests for FOS radiation hardness are carried out in a Material Test Reactor (MTR) at
Necsa. A MTR should induce more damage to the fibres than a power reactor because it has a
much higher ratio of fast-to-thermal neutrons. This makes it more appropriate for such tests and
validation of new materials and sensors than a strictly regulated power reactor. Necsa operates a
20 MW MTR known as SAFARI-1 [10]. It is a light water-cooled, beryllium reflected, pool-type
research reactor.

It has various in-core and ex-core radiation facilities with varying neutron flux levels. For
these radiation hard studies, we have selected an in-core position with high neutron flux levels.
This position is accessed by a pneumatically delivered capsule system. The neutron flux is well
characterised using the OSCAR-4 deterministic reactor calculation code system [11]. For an
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Table 1. Total fluences possible as a function of irradiation time with the SAFARI-1 reactor [10].

Total Fluence (n/cm2) 2.42 × 1020 4.84 × 1020 7.26 × 1020 9.68 × 1020

No. of days 28 days 56 days 84 days 112 days

assumed neutron flux value of 1.00 × 1014 n/cm2-s, the overall expected fluences as a function
of irradiation time in the SAFARI-1 reactor are given in table 1.

For current measurements at Necsa SAFARI-1 reactor, we selected single mode type fibres
with no Bragg gratings as an initial assessment of the fibre’s ability to survive the high radiation
and temperature environment; fibres with inner core diameter of ϕ = 7µm, a cladding layer of
ϕ = 125µm and with the coated layer of ϕ = 245µm. The four types of fibres selected, coated
and non-coated are UV treated resin coated, acrylate coated, polymide coated and a naked fibre.
Samples of 10 cm lengths for each type of fibre were irradiated. They were placed and sealed in
the 2 cm diameter aluminium irradiation capsules. The irradiations will be done in steps up to
an accumulated neutron fluence (i.e. n.v.t.) of ∼1020 n/cm2 or a total ionising dose of about 12
GGy. In this measurement, we want to look at the mechanical and optical changes in the fibres
prior- and post-irradiation.

Similar studies testing irradiation hardness of different optic fibres have been conducted in
other Materials Test Reactors (MTR) or Power Reactors (PR) elsewhere [12–14]. The highest
dose reached at 16 GGy and neutron fluence 1.30×1020 n/cm2 [12]. These studies indicate that
the silica component of the fibre does become damaged, but slowly enough and in a systematic
way. One expects that with appropriate understanding of the time dependant dose induced
changes, one may still deploy the fibre effectively and with significant cost-benefits.

4. Optic fibre simulation calculations
Preparatory calculations were performed for a selection of the fibre types for the fibre irradiation
damage study. An important aspect is activation studies of the fibre during the irradiation and
assessment of the cool-down period. This is a necessary safety control before insertion of material
into the SAFARI-1 MTR. Simulation analysis of the optic fibres was done using MCNP6.2 [15]
and FISPACT-II [16] to study the level of activity induced on the fibres after irradiation and
the extent of radiation damage.

MCNP results
Results from MCNP calculations show very low neutron and gamma heating, therefore the
samples can be irradiated in the usual isotope production rigs without any modifications or
deviation from the standard operating procedures. The neutron damage as represented by the
Damage Per Atom (DPA) also show very low damage to the sample material [17].

FISPACT-II results
The results from FISPACT show that the amount of induced activity after irradiation is about
1.5 Ci, which goes down to about 0.5 Ci within 24 hours. The dose rate starts at about 1.05×10−6

Sv/h after irradiation and goes down within 24 hrs, see figure 2. This is the case for the period
after 28 days, 56 days and 84 days irradiation intervals [17].

The simulation results show that the irradiation of the fibre optic samples in the SAFARI-
1 reactor will not cause any significant damage to the samples. No long-lived radioisotopes
producing high ionizing radiation are populated. It will be safe to handle the samples after a
2-day cool-off period without using specialised equipment.
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Figure 2. Expected dose rate after 28 days, 52 days and 84 days of irradiation.

5. FOS deployment to a PWR in Koeberg

Figure 3. A schematic diagram of a PWR showing provision for regular insertion of sensors
into the core.
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The goal of this project is ultimately to deploy these optic fibre sensors to a PWR like in
Koeberg. The Koeberg nuclear reactor has been operating for more than 30 years. Routine
measurements that are done with the reactor like neutron flux measurements are carried out
using a thimble sized fission fragment detector. The detector is inserted via a manifold through
a blind tube system from outside the radiation shield zone into the pressure vessel of the reactor
core. PWRs like in Koeberg already have about 40 built-in blind-tube penetrations into the
reactor core. These blind access tubes into the reactor core could be used as access points for
fibres. The fibres could be conveniently inserted into the core with little retrofit to the reactor
vessel. A schematic diagram of the manifold system outside of the shielding and access to the
in-core blind tube penetrations which could accommodate the fibres on a short to medium term
basis is shown in figure 3.

6. Conclusions
The safety and reliability of nuclear power plants could be improved through the implementation
of advanced sensing technologies like fibre optic sensors. Optic fibres can withstand the harsh
radiation environment in nuclear reactors for significant time periods, for even months. The
optic fibres can be innovatively adapted to measure a wide range of parameters critical for
efficient nuclear reactor operation. Results from current samples being irradiated at SAFARI-1
reactor at Necsa should help us to determine the best fibres to use for further sophisticated tests,
leading to in-situ readout of light attenuation and FBG/LPG performance. Simulation results
using FISPACT-II show that it will be safe to handle the samples within a 24 hr period after
irradiation. FOS are remarkable new opportunity for sensing, especially in all kinds of extreme
environment. They represent a niche opportunity in the context of nuclear energy generally
especially with nuclear reactors like PWR and BWR.

References
[1] Koeberg nuclear power station https://www.eskom.co.za accessed: 2021-07-01
[2] Jovanovic N, Fuerbach A, Marshall G, Ams M and Withford M 2012 Fibre grating inscription and applications

(Topics in applied physics vol 123) pp 197–225
[3] Hill K O and Meltz G 1997 Journal of Lightwave Technology 15
[4] Othenos A 1999 Fiber Bragg Gratings (Norwood and London: ArtechHouse)
[5] Berruti G, Consales M, Giordano M, Sansone L, Petagna P, Buontempo S, Breglio G and Cusano A 2013

Sensors and Actuators B 177 94–102
[6] Vengsarkar A, Lemaire P, Judkins J, Bhatia V, Erdogan T and Sipe J 1996 Journal of Lightwave Technology

14 58–65
[7] Fernando G F, Webb D J and Ferdinand P 2002 Optica-Fiber Sensors; MRS Bulletin 359–64
[8] Malitson I H 1965 J. Opt. Soc. Am. 55 1205–09
[9] Bhatia V 1999 Optics Express 4 457–66

[10] South African Nuclear Energy Corporation: (NECSA) https://www.necsa.co.za/services/safari1

accessed: 2021-07-02
[11] Stander G, Prinsloo R H, Muller E and Tomasevic D I 2008 Proc. of the Int. Conf. on the Physics of Reactors

1179–87
[12] Cheymol G, Long H, Villard J F and Brichard B 2008 IEEE Trans. Nucl. Sci SS(4) 2252–8
[13] Remy L, Cheymol G, Gusarov A, Morana A, Marin E and Girard S 2016 IEEE Trans. Nucl. Sci. 63(4)

2317–22
[14] Zaghloul A S M, Wang M, Huang S, Hnatovsky C, Grobnic D, Mihailov S, Li M, Carpenter D, Hu L, Daw

J, Laffont G, Nehr S and Chen K P 2018 Opt. Expr. 26 11775–86
[15] Werner J C, Bull J S, Solomon C J, Brown F B, McKinney G W, Rising M E, Dixon D A, Martz R L,

Hughes H G, Cox L J, Zukaitis A J, Armstrong J C, Forster R A and Casswell L 2018 MCNP Version 6.2
release notes

[16] Fleming M, Stainer T and Gilbert M 2018 The FISPACT-II User Manual
[17] Maqabuka B G, Bedhesi L, Chinaka E, Connell S H, Daniels G, Naidoo P, Nicholls D, Pieterse F and Slabber

J 2021 10th CIGRE Southern African Regional Conference 2nd-4th November 2021 Johannesburg, South
Africa [to be published]

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 246



DIVISION C -
PHOTONICS

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 247



Nuclear translocation of Map Kinase and release of basic 

fibroblast growth factor following photobiomodulation at 660 

nm in diabetic wounded cells  

P Kasowanjete, N N Houreld
1
and H Abrahamse 

Laser Research Centre, Faculty of Health Sciences, University of Johansburg, P.O 

Box 17011, Doornfontein, South Africa, 2028  

E-mail: nhoureld@uj.ac.za

Abstract. Mitogen-activated protein kinase (MAPK) signalling is one of the best characterised 

signal transduction pathways in cell biology and is involved in wound healing processes. 

Photobiomodulation (PBM) has been used to induce physiological changes and has been shown 

to improve wound healing processes, however the underlying molecular and cellular 

mechanisms of action remain largely unexplained. The purpose of this study was to determine 

the effect of PBM at 660 nm on nuclear translocation of MAPK and release of basic fibroblast 
growth factor (bFGF) in diabetic wounded fibroblast cells in vitro. This was evaluated by 

irradiating cells at a wavelength of 660 nm with 5 J/cm2 and incubating them for 24 and 48 h. 

Non-irradiated cells (0 J/cm2) served as controls. b-FGF was measured by the Enzyme Linked 

Immunosorbent Assay (ELISA) and translocation of phosphorylated MAPK was assessed by 

immunofluorescence. PBM of diabetic wounded cells showed an increased release of bFGF and 

translocation of MAPK in irradiated cells at 24 and 48 h as compared to non-irradiated cells. The 

findings of this study showed that PBM is capable of inducing the release of bFGF and activation 

of MAPK in diabetic wound cells in vitro, thus facilitating wound healing under diabetic 

conditions. 

1. Introduction
Diabetes Mellitus (DM) is a chronic metabolic disease characterised by hyperglycaemia due to the

absence or insufficient production of insulin, or an inability of the body to properly use insulin (insulin

resistance). According to the International Diabetes Federation (IDF), DM is a global health burden with
463 million cases seen in adults between the ages of 20 to 79 (9.3%). South Africa has a prevalence rate

of 12.7% [1]. Diabetic complications are due to high levels of glucose and protein glycation. Major

complications include angiopathy, neuropathy, cardiovascular diseases, and retinopathy. Approximately
15% of diabetic patients experience lower limb complications, including chronic non-healing ulcers,

largely due to neuropathy and angiopathy [2]. These ulcers commonly necessitate lower extremity

amputation, often resulting in a poor-quality of life and the untimely death of the patient [3]. Globally,

it has been estimated that every 30 seconds a diabetic patient loses a limb or part thereof due to
amputation [1].

The normal wound healing process involves four sequential biological overlapping phases namely, 

homeostasis, inflammation, reepithelization, and tissue remodelling. The expected timeframe for 
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successful wound healing is three months, however once this time is exceeded due to conditions such 

as diabetes, the wound is considered to be chronic [4]. This delay in the wound healing process has been 

linked to a reduction in cellular processes due to a decrease in cell migration and proliferation, as well 
as a lack of growth factor and collagen synthesis [5]. 

The closure and repair process of wounds following tissue damage employs a series of molecular 

and cellular activities that aim to restore the injured tissue. The regulation and redirection of the wound 
healing process is mainly achieved by the presence of growth factors and cytokines [6]. It is well known 

that the activities of growth factors are deficient in diabetic wounds because of a reduction in their 

production and/or an increased rate of their elimination. Fibroblast growth factor (FGF) is one such 

growth factor, which has considerable effects on tissue repair and regeneration. There are 22 members 
of the FGF family, and basic FGF (bFGF or FGF2) has been shown to regulate cell proliferation, 

migration, and differentiation [7]. FGF interacts with their corresponding receptor, FGFR in the presence 

of heparan sulphate (HS) as a cofactor. This binding triggers the formation of the ternary FGF-FGFR-
HS complex which in turn activates the FGFR intracellular kinase domain through the phosphorylation 

of a tyrosine residue. The activated domain is coupled to intracellular signalling pathways, including the 

Ras/ mitogen-activated protein kinase (MAPK) pathway [6]. MAPK is one of the best characterised 
signal transduction pathways, and an important bridge in cell biology that plays a crucial role in 

transducing signals from the extracellular milieu to the cell nucleus where specific genes are activated 

for cell growth, division, and differentiation that leads to improved wound healing [6]. 

Photobiomodulation (PBM) utilises non-ionised, low powered light sources (including lasers and 
light emitting diodes) with wavelengths typically in the visible red or near infrared (NIR) spectrum to 

promote physiological changes and render therapeutic benefits without causing damage [8,9]. The 

principle of PBM is based on the absorption of light by a chromophore which stimulates the biological 
system in an organism to speed up and activate an array of cellular processes that results in downstream 

physiological effects facilitating the process of wound healing, and concomitantly reducing pain, 

inflammation, and oedema [9,10]. Studies have shown that PBM at 660 nm increases the production of 

growth factors and the expression of genes that play an important role in wound healing [11-13]. PBM 
has also been used to treat a variety of conditions and has been found to be beneficial in the treatment 

of diabetic wounds [5, 9]. This study aimed to determine the effect of PBM at 660 nm on the nuclear 

translocation of MAPK and release of bFGF in diabetic wounded cells in vitro. 

2. Materials and methods

This study used commercially purchased human skin fibroblast cells (WS1, ATTC® CRL-1502TM).
Ethical clearance was obtained from the University of Johannesburg, Faculty of Healthy Sciences

Research Ethics Committee (REC-487-2020). A diabetic cell model was achieved by continuously

growing cells in minimum essential media (MEM) containing an additional 17 mM  D-glucose (MEM

already contains glucose at a basal concentration of 5.6 mM, thus cells are grown in 22.6 mM  D-
glucose) [13-15]. Cells were seeded in 3.4 cm diameter tissue culture plates (6 x 105) and incubated

overnight. A wound was created via the central scratch assay using a sterile 1 mL pipette to create a cell-

free zone in the confluent monolayer of cells. After creating the cell-free zone, cells were incubated for
30 min before irradiation in order to allow them to adapt [14]. The effect of PBM on nuclear

translocation of MAPK and release of bFGF in a diabetic wounded cell model was evaluated by

irradiating cells at a wavelength of 660 nm with a fluence of 5 J/cm2 (table 1), while non-irradiated
(0 J/cm2) cells served as the control. A fluence of 5 J/cm2 has been used extensively by the research

group in vitro as an optimal fluence at a wavelength of 660 nm [12,14]. Cells were irradiated in the dark

to eliminate the interference of surrounding light. The laser light was directed to the cells via fibre optics

from above with the culture dish lid off in 1 mL of culture media.

Nuclear translocation of ERK1/2(MAPK) was detected by immunofluorescence whereby cells that 
were grown on coverslips placed in 3.4 cm diameter tissue culture plates were fixed with 4% 
paraformaldehyde. Following 15 min of incubation at room temperature cells were permeabilised with 
0.1% Triton-X 100 in phosphate buffered saline (PBS). Thereafter, non-specific antibody binding was 
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blocked in 1% Bovine Serum Albumin (BSA) in PBS. MAPK was first labelled with 1:250 primary 
antibody (anti-Map kinase, activated (diphosphorylated ERK-1&2) antibody, mouse monoclonal; Sigma 
Aldrich, M9692). The primary antibody was detected using a 1:100 fluorescently labelled secondary 
antibody (Goat Anti-mouse IgG, H&L, FITC conjugate, Sigma Aldrich, 12-506). Nuclei were 
counterstained with 1 µg/mL 4’,6-diamidino-2-phenylindole (DAPI). Slides were observed under a 
fluorescent microscope (Carl Zeiss, Axio Observer Z1). 

Table 1. Laser parameters. 

Variables Diode laser 

660 

5 

100 

11 

9.1 

7 min 57 s 

Wavelength (nm) 

Fluence (J/cm2) 

Power output (mW) 

Power density (mW/cm2) 

Spot size (cm2) 

Irradiation time 

Energy (J) 47.7 

The release of bFGF into the culture media was analysed using a solid-phase sandwich Enzyme-Linked 

Immunosorbent Assay (ELISA) kit according to the manufacturers’ details (Invitrogen, Human FGF 

basic ELISA Kit, Thermo Fisher Scientific, KHG0021). Absorbance was read at 450 nm using the 

VICTOR NivoTM. Multimode Plate Reader (PerkinElmer). 
Experiments were conducted three times (n=3). ELISA results were statistically analysed using 

SigmaPlot version 13.0 (Systat Software, Inc.). Differences between groups was determined using the 

student t-test and each independent variable was considered statistically significant when P<0.05. 

3. Results and discussion

Immunofluorescent results in irradiated (5 J/cm2) diabetic wounded cells showed strong translocation
of MAPK as compared to control cells at 24 h (figure 1). At 48 h post-irradiation there was little

translocation of MAPK with some localisation around the nucleus.

bFGF ELISA results showed a significant increase in bFGF released into the surrounding media in 

irradiated cells (5 J/cm2) at 24 h (P < 0.05) (figure 2), while at 48 h there was a significant decrease (P< 
0.01) (figure 3). Fibroblasts migrate into the wound site and start to release growth factors [16]. The 

binding of bFGF to its receptor (FGFR) leads to activation of the MAPK signalling pathway, and hence 

translocation of MAPK. The cells then start to participate in the process of wound healing, such as 
reducing wound size by contraction. The increase in bFGF at 24 h correlates with the increased MAPK 

translocation seen in the fluorescent images. The decrease seen in bFGF at 48 h may be due to the 

consumption of bFGF by the cells through paracrine signalling. The decrease in bFGF at 48 h also 

corresponds with the decrease seen in MAPK translocation at 48 h.  
Other studies using PBM have found an increase in bFGF. A similar study conducted by our research 

group on fibroblast cells cultured under hyperglycaemic conditions found that PBM at a wavelength of 

632.8 and 830 nm irradiated with a fluence of 5 J/cm2 increased bFGF [13,14]. In another study, human 
skin fibroblast cells cultured under hyperglycaemic conditions and irradiated at the same wavelength of 

632. 8 nm once a day for three days at a fluence of 1 J/cm2 also showed increased release of bFGF [17].

Human gingival fibroblast cells grown under normal conditions and irradiated at a wavelength of

780 nm and a fluence of 2-3 J/cm2 showed increased production and secretion of FGF [18]. A wounded

rat animal model irradiated at a wavelength of 660 nm and a fluence of 2.4 J/cm2 showed that PBM
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plays a critical role in diabetic wound healing by stimulating the release of essential growth factors 

(bFGF and FGF) [19].  

Figure 2. Basic Fibroblast Growth Factor (bFGF) 

analysed at 24 h in non-irradiated diabetic 

wounded (DW 0 J/cm2) control and irradiated 
diabetic wounded (DW 5 J/cm2) cells. Statistical 

significance is shown as *P<0.05, (±SEM). 

Figure 3. Basic Fibroblast Growth Factor showing 

bFGF) analysed at 48 h in non-irradiated diabetic 

wounded (DW 0 J/cm2) and irradiated diabetic 
wounded (DW 5 J/cm2) cells. Statistical 

significance is shown as **P<0.01, (±SEM). 

0.000

0.020

0.040

0.060

0.080

0.100

0.120

0.140

0.160

0.180

DW0J DW5J

A
b

so
rb

a
n

ce
 4

5
0
 n

m

24 h 

*

0.00

0.20

0.40

0.60

0.80

1.00

1.20

1.40

1.60

DW0J DW5J

A
b

so
rb

a
n

ce
 4

5
0
 n

m

48  h

**

Figure 1. Diabetic wounded (DW) fibroblast cells were irradiated at 660 nm with 5 J/cm2 and 

incubated for 24 or 48 h. Control cells were not irradiated (0 J/cm2). MAPK was fluorescently labelled 

with FITC (green) and nuclei stained with DAPI (blue). Irradiated cells showed nuclear translocation 

of MAPK, particularly 24 h post-irradiation (magnification 200x). 
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4. Conclusion

This study aimed to determine the effect of PBM at 660 nm with 5 J/cm2 on nuclear translocation of

MAPK and release of bFGF in diabetic wounded cells. The findings of this study showed that PBM at
660 nm and a fluence of 5 J/cm2 promoted the release of bFGF in vitro at 24 h under hyperglycaemic

conditions. PBM promoted nuclear translocation of MAPK, and hence activation of the MAPK

signalling pathway. These results may explain the downstream effects seen in response to PBM,
including increased proliferation and migration. Further studies into the effects of 660 nm on the MAPK

pathway are warranted.
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Abstract. Different studies have proposed the efficacy of photobiomodulation (PBM) at 
different wavelengths (830 and 660 nm) to stimulate wound repair in diabetic cells. The TGF-
β1/Smad cascade has proven to be an effective signalling pathway in differentiating fibroblasts 
into myofibroblasts. This study aims to compare the effects of both wavelengths on cellular 
viability and expression of fibroblast differentiation markers in WS1 fibroblast cells. The cells 
were modelled into groups; normal (N), normal wounded (NW) and diabetic wounded (DW). 
At 830 nm and 660 nm, cells were irradiated with 5 J/cm2, while control cells were without 
irradiation (0 J/cm2). At 24 and 48 h post-irradiation cell viability was investigated using the 
Trypan blue exclusion assay, while transforming growth factor-beta (TGF-β1) and p-Smad2/3 
was ascertained using ELISA. Immunofluorescence was used to observe the presence of alpha 
smooth muscle actin (α-SMA). There was a significant increase in cell viability in the 
irradiated models using both wavelengths. A wavelength of 830 nm elicited a slight increase in 
TGF-β1 compared to 660 nm in diabetic wounded cells, while both wavelengths had no effect 
on p-Smad2/3. Both wavelengths were successful in initiating the differentiation of fibroblasts 
into myofibroblasts in diabetic wounded cells with no difference between wavelengths.   

1. Introduction
Diabetes mellitus (DM) remains a complex metabolic disorder, with symptoms that progress to diverse 
micro and macro- complications. Presently, over 463 million cases of diabetes have been recorded 
globally [1]. This implies that 1 in 11 people worldwide currently have diabetes. The number of 
diabetes cases is estimated to increase to 700 million by 2045 (51% increase) [1]. In South Africa, the 
prevalence of diabetes surged from 5.5% to 9% within 2000 and 2010, making the country the second 
highest with respect to mean health care expenditure in the African region [2].

A rise in blood glucose levels occurs in diabetes due to insulin resistance which then leads to 
energy starvation and inadequate utilisation of sugar in peripheral organs. Hyperglycaemia has been 
implicated in the slow healing of wounds seen in diabetic patients with chronic foot ulcers [3, 4]. As a 
result, the quality of life of diabetic patients is often impacted negatively, not only because of their 
limited mobility and increased risk of death from limb amputations, but also due to the treatment costs 
that would have been incurred. Globally, reports indicate that a lower limb amputation occurs in 
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diabetic patients every 30 seconds [5]. New and potent modalities are therefore required to accelerate 
the healing process of diabetic wounds to reduce the risk of amputation and increase the quality of life 
of patients.  

There is an urgent need to identify effective ways to accelerate the wound healing process, thereby 
reducing the global burden of diabetic wounds. Light (including lasers) can be used to speed up 
healing in a process called photobiomodulation (PBM), but the activation of specific and important 
cellular pathways in response to PBM must be identified to make the treatment more lucrative [6]. 
PBM is a non-invasive and painless therapy and can be used singly or jointly with other treatment 
strategies to speed up the healing of diabetic wounds. The positive influence of PBM on wound 
healing at in vitro level has been reported in earlier studies using stem cells, keratinocytes, fibroblasts, 
mast cells, osteoblasts, and others [7, 8]. In vitro PBM (adopting wavelengths of 630 to 830 nm with a 
fluence from 2 to 5 J/cm2) on diabetic cells has elicited positive responses to induce effective wound 
healing [9, 10, 11]. 

The inflammatory phase of wound healing becomes defective in diabetes, leading to 
downregulation of growth factors, including transforming growth factor beta-1 (TGF-β1) [6] and 
alteration of differentiation of cells (such as fibroblasts) necessary for wound closure [7]. Usually, 
fibroblast cells cover the wound area differentiating into extra domain-A fibronectin (EDA-FN) 
expressing proto-myofibroblasts, which finally differentiate into alpha smooth muscle actin (α-SMA) 
expressing myofibroblasts which aids in wound contraction through the Smad pathway.  The Smad3 
cascade remains a novel and unexplored area in response to PBM. 

This study aims to compare the influence of PBM at different wavelengths (830 nm and 660 nm) 
on cellular viability and presence of fibroblast differentiation markers in normal and diabetic WS1 
fibroblast cells.    

2. Materials and Methods
A commercially purchased human skin fibroblast cell line (WS1, ATCC® CRL-1502™) was cultured 
aseptically in line with the supplier’s protocol. Three models, namely normal (N), normal wounded 
(NW) and diabetic wounded (DW) were used. Diabetic cells were attained by continually growing the 
cells in complete MEM (minimal essential media) containing D-glucose (17 mMol/L) to achieve and 
maintain hyperglycaemia [12]. Cells (6x105) were transferred into 3.4 cm diameter culture plates. To 
achieve a wound, a scratch was created with a sterile 1 mL pipette on a confluent monolayer of cells 
[13]. Irradiation occurred at 830 nm and 660 nm using a diode laser at a fluence of 5 J/cm2 while non-
irradiated cells (0 J/cm2) served as controls. Laser parameters used are recorded in table 1.

Post-irradiation, incubation of cells was done for 24 and 48 h. The viability of the cells was 
ascertained using the Trypan blue exclusion assay. The human TGF-β1 ELISA kit (Whitehead 
Scientific, R&D Systems, DY240) was utilized to quantify the amount of released TGF-β1 in the 
culture medium while the phosphorylated-Smad2/3 (Ser423/425) ELISA kit (Thermo Fisher 
Scientific, Invitrogen, 85-86192) was used to determine the phosphorylation (and hence activation) of 
Smad2/3 in the cells. Both experiments were done using the ELISA kits’ protocols, and colorimetric 
reactions were quantified spectrophotometrically at 450 nm (Victor3 multiplate reader; Perkin-Elmer).  

Immunofluorescence was performed by fixing cells at room temperature on a coverslip with 4% 
paraformaldehyde for 15 min followed by permeabilization with 0.5% triton X-100 in phosphate 
buffered saline. The first labelling of cells was done with anti-human alpha-Smooth Muscle Actin 
(Whitehead Scientific, R&D Systems, MAB1420) a primary antibody, followed by a washing step. 
Then the second labelling was done using a fluorescently tagged secondary antibody (Anti-mouse IgG 
NL557 conjugated secondary antibody; Whitehead Scientific, Novus Biological, NL007). Post-
washing, counter staining of the nuclei was done with 1 µg/mL 4’,6-diamidino-2-phenyndole (DAPI) 
followed by mounting onto a slide and viewing on the Carl Zeiss Axio Z1 Observer using Zen 
imaging software.  
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Samples were analysed three times (n=3) and statistical analysis was done using SPSS version 27. 
The student t-test and One-way ANOVA was used to determine statistical differences and results were 
considered significant when p < 0.05. 

Table 1. Laser parameters. 
Variables 
Wavelength (nm) 
Light source 
Wave emission 
Spot Size (cm2) 
Power Output (mW) 
Power density (mW/cm2) 
Irradiation time 
Energy density (J/cm2) 
Energy (J)  

830  
Diode laser 
Continuous wave 
9.1 
105 
11.54 
7 min 13 s 
5 
45.5 

660  
Diode laser 
Continuous wave 
9.1 
100 
11 
7 min 34 s 
5 
45.4 

3. Results and Discussion
The high costs associated with the treatment of diabetic wounds causes a strain on the global
expenditure on diabetes. In diabetes, slow healing of wounds occurs due to a decrease in the
production of collagen; the main content in the extracellular matrix (ECM) [14, 15]. The migration of
fibroblast cells to the wound area during the normal wound healing process induces cytokine and
growth factor secretion in the ECM [15]. Research has shown that PBM is effective in increasing the
rate of diabetic wound healing through stimulation of cellular processes with little side effects. This
could be through the increased expression of α-SMA. Application of red (660 nm) and near-infrared
(830 nm) laser in PBM has emerged as a promising technique for speeding up the wound healing
process, minimising pain, and improving skin function due to direct wound penetration and
modulation of biochemical pathways [16].

 Results show an increase in cell viability in the tested models (figure 1). This shows the success of 
PBM using both wavelengths in promoting cell viability, as has been shown in other studies [17, 18]. 
In N cells, irradiation at 830 nm elicited an increase in cellular viability compared to 660 nm after 24 h 
(p < 0.001) and 48 h (p < 0.05). There was no substantial variance in viability of the NW cells upon 
comparison of both wavelengths at 24 and 48 h. However, the DW cells irradiated at 830 nm exhibited 
a considerable increase in viability (p < 0.01) in comparison to the same cells irradiated at 660 nm at 
48 h.  

Figure 1. Cellular viability (%), assessed via the Trypan blue exclusion assay. Viability was 
determined in non-irradiated (0 J/cm2) and irradiated (5 J/cm2 at 830 nm and 660 nm) normal (N), 
normal wounded (NW), and diabetic wounded (DW) cells, and analysed 24 and 48 h post-irradiation. 
Statistical significance is presented as *P<0.05, **P<0.01 and ***P<0.001 (±SEM).   
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In comparison to irradiation at 830 nm, irradiation at 660 nm resulted in a considerable (p < 0.05) 
increase in p-Smad 2/3 levels at 24 and 48 h in all the tested cell models (figure 2). This could suggest 
that irradiation at 660 nm might have initiated the activation of the Smad signalling pathway which 
was not noticed using the 830 nm. Interestingly, irradiation at 830 nm showed an increase in TGF-β1 
compared to 660 nm (table 2). This might be due to differentiation occurring before 24 h in the 660 
nm irradiated cells, thereby causing the cells to use up more TGF-β in a paracrine fashion. TGF-β has 
been reported to increase the wound healing process by stimulating the production of collagen by 
fibroblast cells [19].   

 The immunofluorescence results using 660 nm showed an increase in the presence of α-SMA at 24 
and 48 h post-irradiation compared to using 830 nm (figure 3). In skin contraction, during wound 
healing, myofibroblasts yield α-SMA to signify full fibroblast differentiation [20, 21]. Studies have 
shown that PBM using both wavelengths can trigger the release of α-SMA during wound healing [22, 
23]. 

Figure 2. The presence of p-Smad2/3 was monitored using ELISA at 24 and 48 h in normal (N), 
normal wounded (NW) and diabetic wounded (DW) WSI fibroblast cells irradiated with an 830 nm 
and 660 nm laser at 5 J/cm2 while the control group was not irradiated (0 J/cm2). Statistical 
significance is presented as *P<0.05, **P<0.01 and ***P<0.001 (±SEM).   

Table 2.  The presence of TGF-β1 was measured using ELISA at 24 and 48 h in normal (N), 
normal wounded (NW) and diabetic wounded (DW) WS1 fibroblast cells irradiated with an 830 nm 
and 660 nm laser at 5 J/cm2 while control group was not irradiated cells (0 J/cm2). 

24 h 48 h 
Control 
(0 J/cm²) 

5 J/cm² 
830 nm 

5 J/cm² 
660 nm 

Control 
(0 J/cm²) 

5 J/cm² 
830 nm 

5 J/cm² 
660 nm 

N 0.81 ± 0.03 1.49 ± 0.07**ϮϮ 0.02 ± 0.0006*** 0.85 ± 0.02 1.81 ± 0.01***ϮϮϮ 0.03 ± 0.007*** 

NW 0.74 ± 0.04 1.48 ± 0.07**ϮϮ 0.02 ± 0.002** 0.87 ± 0.01 1.63 ± 0.02**ϮϮϮ 0.02 ± 0.0005*** 

DW 0.62 ± 0.01 1.37 ± 0.03**ϮϮϮ 0.02121  0.0002*** 0.76 ± 0.005 1.73 ± 0.02***ϮϮϮ 0.02 ± 0.001*** 
Statistical significance as compared to the control is shown as **P<0.01 and ***P<0.001, Ϯ signifies statistical difference 
between irradiation at 830 nm (5 J/cm²) and irradiation at 660 nm (5 J/cm²) (±SEM).   
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Figure 3. (a) Irradiation at 830 nm and (b) 660 nm wavelengths in normal (N), normal wounded 
(NW) and diabetic wounded (DW) cells irradiated at a fluence of 5 J/cm2 and control cells (0 J/cm2). 
Cells were incubated for 24 and 48 h and stained for α-SMA (red). Counterstaining of nuclei was done 
with DAPI (blue), magnification (x200). 

4. Conclusion
The study was aimed at comparing the influence of PBM at 830 nm and 660 nm on differentiation of
N, NW and DW fibroblasts into myofibroblasts 24 and 48 h after irradiation. The results discussed
showed that PBM at both wavelengths influenced the cells in comparison with the non-irradiated cells.
There was an increase in the presence of p-Smad and α-SMA when using a wavelength of 660 nm in
comparison with 830 nm. This difference may be due to the fact that the process of differentiation
occurred faster at 660 nm (than at 830 nm) and could be the reason for the low presence of TGF-β1 (at
660 nm) which could have already been used up by the cells during differentiation. Both wavelengths
are equally successful in in vitro wound healing assays. More experiments (probably in vivo
experiments) need to be done before we can justify the bases for a better wavelength.
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Abstract. The central nervous system (CNS) of mammals is limited in its repair and regeneration 

in the event of injury due to trauma or neurodegeneration, therefore, optimization of its 

regeneration capabilities is necessary. Studies have shown that this issue may be addressed 

through the transdifferentiation of adipose-derived stem cells (ADMSCs) into neuronal cells. 

This process has not been efficiently achieved with chemical and biological inducers; this study 

explored possible optimization through the addition of photobiomodulation (PBM). PBM uses 

low intensity light to stimulate intracellular processes and has been known to increase cell 

proliferation and aid in stem cell differentiation. This in vitro research aimed to differentiate 

ADMSCs with growth factors and chemical inducers and subsequently measure the optimization 

effects that PBM had on differentiation. PBM was applied as single use at a low energy density, 

at visible and near-infrared (NIR) wavelengths. Characterization of immortalized ADMSCs 

(iADMSCs) with flow cytometry was used in identifying a CD marker and early and late 

neuronal markers. After this, biochemical analysis was performed to observe reactive oxygen 

species (ROS) production, cytotoxicity, proliferation, and viability. The outcome of this study 

indicated that PBM is beneficial to the differentiation process, however, prior induction at a 

longer incubation period is needed. Findings from this research serves as contribution toward 

validating stem cell technology for application in in vivo, pre-clinical and clinical research 

settings. Furthermore, an optimized protocol using differentiation media and PBM should be 

established for in vivo and clinical research, that specifically targets neuronal regeneration.   

1. Introduction

Neurological diseases and illnesses present a task for therapy and rehabilitation, because of the limited

ability for the nervous system to repair itself. Adipose-derived mesenchymal stem cells (ADMSCs) are

more flexible than any adult stem cells and can be differentiated into non-mesodermal tissues, including

neurons [1]. Differentiating ADMSCs into specific neuronal lineage cells allows us to transplant the

correct cell type into the nervous system. To differentiate ADMSCs into active neurons several

methodologies are being studied and evaluated. Limited success has been achieved in altering ADMSC's

cellular structure and operational state to become identical with neuroglial cells [2]. Photobiomodulation

(PBM) has been effectively implemented not only to enhance the viability and development of

ADMSCs, but also as a potential enhancer of ADMSC differentiation [3, 4]. In this in vitro study, we
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examined current neuro-differentiation methodologies along with the use of PBM, for differentiation of 

ADMSCs into neuronal lineages. 

ADMSCs display plasticity and showcase the ability to transdifferentiate into multiple phenotypes, 

such as osteoblasts and neurons [5]. ADMSCs are abundantly available and easily sourced through 

surgeries that are not as invasive when compared to the harvesting of bone-marrow stem cells [6]. This 

process of differentiation can be triggered by exposing ADMSCs to growth factors or chemical inducers 

specific for the lineage in need [6-8]. The use of these factors upregulates in vitro potential of cells to 

differentiate [6]. Studies have met some success in differentiating ADMSCs into neuronal cell types 

with inducers forskolin, 3-isobutyl-1-methylxanthine, and basic fibroblast factor (bFGF) [9, 10]. 

Potentially, ADMSCs may be applied clinically to aid in the repair of mechanical brain injuries or 

neurodegenerative diseases [11]. 

Applying laser light to tissue to up- or downregulate the metabolism of cells is called PBM. The 

increase or decrease in metabolism is dependent on the parameters of the laser light [3].  Laser 

parameters include the wavelength that spans the visible and near-infrared (NIR) spectrum, ranging from 

400-1100 nm, and fluence which is measure in J/cm2 [3, 4]. Fluence, or energy density, is dependent on

dosage, and has been determined to be effective at 3-5 J/cm2. Below 3 J/cm2 little to no effects are

observed, and above 5 J/cm2 often results in a biphasic dosage response [4, 12]. PBM applied at

wavelengths within the visible spectrum of light has resulted in an increase in differentiation in

osteoblasts from ADMCSs [13, 14]. The aim of this study was to evaluate the effects of PBM on

iADMSC transdifferentiation into neuronal-like cells.

2. Materials and Methods

Immortalized ADMSCs (iADMSCs) (ASC52Telo; ATCC) were characterized through flow cytometry

by identifying protein markers including stem cell marker CD44, neuronal early marker, neuron specific

enolase (NSE) and late marker, microtubule associated protein 2 (MAP2). The iADMSCs were seeded

at a density of 1 x 105 in 35 mm treated petri dishes and incubated overnight for attachment in neuronal

induction media. The cells were treated with PBM using 825 nm near-infrared (NIR), 525 nm green (G),

or the combination of both wavelengths at 5 J/cm2. Cells that were not seeded in induction media nor

treated with PBM served as a standard, and cells that were seeded in induction media but not exposed

to PBM served as a control group. Post PBM exposure, cells were incubated 24 h, 48 h, and 7 days.

Laser parameters are indicated in Table 1. The following formula was used to determine PBM irradiation

time:

𝑚𝑊/ 𝑐𝑚2 =
𝑚𝑊

𝜋𝑟2

𝑊/ 𝑐𝑚2 =
𝑚𝑊 / 𝑐𝑚2

1000

𝑇𝑖𝑚𝑒 (seconds) =
 𝐽/𝑐𝑚2

𝑊/𝑐𝑚2

Table 1. Laser Parameters 

Near infra-red (NIR) Green (G) 

825 525 

Diode Diode 

CW CW 

100 574 

10.394 59.66 

5 5 

8 min 1 sec 1 min 23 sec 

Wavelength (nm) 

Type 

Emmision 

Power (mW) 

Power density (mW/cm2) 

Fluence (J/cm2) 

Time of irradiation (s) 

Spot size (cm2) 9.62 9.62 
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The CytoTox 96® non-radioactive cytotoxicity assay was performed to determine the amount of lactate 

dehydrogenase (LDH) released from the cells, this was measured with a spectrophotometer. Reactive 

oxygen species (ROS) production was determined with the Fluorometric Intracellular Ros Kit (Sigma-

Aldrich, MAK143) and subsequently measure with a spectrophotometer. The percentage viability was 

measured using a Trypan blue assay. The CellTiter-Glo® ATP Luminescence assay was used to 

determine the ATP generated in each experiment; this was then measured spectrophotometrically. 

Significant differences between experimental groups were designated as p<0.05 (*), p<0.01 (**) and 

p<0.001 (***). All experiments were performed n=4. 

3. Results

3.1.  Characterization 

Flow cytometry characterisation was used to detect the expression of stem cell and neuronal markers, 

where detection is represented by a histogram peak. An increased percentage to the right or right shift 

is indicative of increased expression and a left shift a decrease. Analysis (Figure 1) revealed that green 

and NIR-green laser light was the most effective in reducing stem-ness, as seen by the left shift in CD44 

expression, indicating its effectivity in transdifferentiation. This study demonstrates the effectiveness of 

introducing green laser light to decrease stem-ness for transdifferentiation purposes. The right shift in 

early (NSE) and late (MAP2) neuronal markers 7 days post PBM treatment, albeit in very small 

percentages, is indicative of the iADMSCs being directed towards a neuronal fate.  

Figure 1. Flow cytometry characterization of stem cell marker CD44, early neuronal marker: 

Neuronal Specific Enolase (NSE), and late neuronal marker Microtubule-associated protein 2 

(MAP2). A shift to the right of the red line indicated an increase in protein marker expression, 

whereas a shift to the left of the redline indicated a decrease in marker expression.  
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3.2.  Cytotoxicity 

Results showed an increase in LDH production in NIR and combination wavelengths 24 h following 

PBM treatment (Figure 2A). A significant increase was observed in all PBM treated experimental groups 

48 h post PBM. NIR and green PBM significantly increased LDH concentration 7 days post irradiation. 

Although significant compared to the standard and control, these increases are not indicative of 

detrimental concentrations when compared to the positive control representing 100 percent toxicity and 

cell death. 

Figure 2. A. Cytotoxicity Lactate dehydrogenase (LDH) cytotoxicity assay. B. Reactive oxygen 

species (ROS) assay. C. Viability Trypan blue viability assay. D. Proliferation ATP luminescence 

assay. 

3.3.  Reactive oxygen species (ROS) 

Increases in ROS activity is noted using NIR and concurrent PBM at 24 hours, and for all PBM groups 

at 48 hours albeit insignificant (Figure 2B). ROS production significantly increased in all PBM treated 

experimental groups 7 days post PBM exposure indicative of directing stem cell fate. As the increase in 

ROS was not detrimental to the cells as indicated by the viability results. 

3.4.  Viability 

Biochemical analysis showed a consistency in percentage viability in the cells 24 h, 48 h, and 7 days 

post-PBM exposure (Figure 2C). 
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3.5.  Proliferation 

A significant increase in ATP was noted in the experimental group treated with NIR PBM 24 h and 48 

h post PBM exposure (Figure 2D). PBM did not significantly increase proliferation 7 days post PBM 

exposure, however this can be due to the energy of the cells being redirected for differentiation rather 

than proliferation. 

4. Discussion and Conclusion

Research has attempted to differentiate ADMSCs into multiple stem cell types, such as osteogenic or

neuronal cells [5]. It has also been determined that these stem cells contribute to the repairing of

damaged tissue cells. This study showed the ability of iADMSCs to differentiate into cells that carry

neuronal cell markers and morphologically resemble premature neurons. This study also revealed that

the differentiation process may be upregulated with PBM. Studies have been done to measure the effects

of PBM on ADMSCs, however, the practice of consecutive wavelengths to exploit differentiation and

proliferation has not been explored in great depth [3, 5], and can thus be considered a novel concept.

Analysis by flow cytometry revealed that the stem cell marker CD44, was maintained in most of the 

experimental groups. This suggests that large subpopulations of iADMSCs had not transdifferentiated. 

However, green and NIR-green PBM showed a significant decrease in CD44 marker expression, this is 

indicative of the cells losing their stem ness and transitioning into a neuronal fate, as previous studies 

using ADMSC for differentiation into various cell lineages also indicated a decrease in stem cell marker 

expression [22]. This study showcases that the addition of green laser, with or without consecutive use, 

decreases cell stemness. Furthermore, it waws seen that PBM facilitate differentiation of ADMSCs into 

neuronal like cells due to late neuronal marker detection seen 7 days post PBM treatment. Also, it is 

suggested to allow longer incubation periods for the cells to transdifferentiate which should bring about 

a greater increase in early and late neuronal marker expression [16].  

 Analysis of biochemical assays revealed that viability was maintained and remained unaffected 

regardless of treatment applied to the iADMSCs, therefore PBM does not have a detrimental effect on 

in vitro iADMSCs [3, 18]. The proliferation assays revealed a steady decrease in ATP production that 

was overall negligible. This decrease did not prove detrimental when comparing this to the cytotoxicity 

and viability results, perhaps indicating that cells are using their energy to differentiate rather that 

proliferate [19]. An assay to determine the amount of lactate dehydrogenase (LDH) released by the cell 

indicated significant increases by NIR and NIR-G groups 24 h post PBM, all three PBM groups 48 h 

post PBM, and in NIR and G PBM groups 7 days post PBM treatment. Nevertheless, when these 

significant increases are compared to the positive control of each period, the upregulation in LDH did 

not induce apoptosis. Finally, ROS studies showed that ROS concentrations increased as the population 

increases. Samples treated with PBM showed a significant upregulation in ROS production, however 

this was not detrimental to the cells when compared to the cytotoxicity studies and the viability results. 

A similar increase in ROS has been observed by Hu et al where the upregulation was tied to directing 

the stemness fate of the cells [20]. It should also be noted that an increase in ROS concentration is 

observed in neuronal developmental research and neuronal functionality studies [21].  

In conclusion, the results of this study indicate that iADMSCs incubated for 7 days in media 

supplemented with chemical inducers and irradiated with PBM showed an upregulation in 

transdifferentiation. This is similar to previous research where G PBM upregulated differentiation and 

various wavelengths were not detrimental to cells. This study indicated that the addition of PBM 

prepared the cells for differentiation signified by the increase in ROS production observed in the PBM 

treated experimental groups. Green PBM shows significant potential for increasing the differentiation 

rate as seen in the decrease of CD44, indicating a loss of stem-ness at a faster rate than that of the other 

groups. Further studies will include incubating cells for a longer period prior to exposing cells to PBM 

to determine whether the goal of producing functional neuronal cells can be achieved. 
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Abstract. Colorectal cancer (CRC) is a fatal malignancy with limited therapeutic options and 
its incidence is on the rise in recent years. Photodynamic therapy (PDT) has emerged as a 
promising minimally invasive therapeutic modality that employs three fundamentals to induce 
tumour damage: a photosensitizer (PS), light of a specific wavelength and molecular oxygen. 
However, PDT has shown undesirable lack of specificity for tumour cells. The aim of this 
study was to develop a multicomponent nanoparticle-antibody (ZnPcS4 – AuNP-PEG5000-SH- 
NH2 - Anti-GCC Ab) based system that is capable of enhanced ZnPcS4 PS delivery within in 
vitro cultured CRC cells (CaCo-2) to increase the efficiency of PDT. The final conjugate was 
successfully synthesized and characterized to confirm the efficient binding of the antibody and 
PS to functionalized gold nanoparticle surfaces. Immunofluorescent results noted that the 
multicomponent PS nanoconjugate was able to enhance PS uptake in CRC cells, with far more 
significant cytotoxic responses post-PDT, when compared to PS administration alone. These 
findings suggest that this synthesized nano-antibody carrier could possibly enhance the in vitro 
PDT treatment of CRC, however future studies need to confirm its tumor selectivity by 
comparing its uptake in normal cells. 

1. Introduction
Colorectal cancer (CRC) is the world’s third most prevalent malignancy and the fourth leading cause 
of cancer-related mortality [1]. Treatment for CRC continues to be a formidable challenge in oncology 
due to eminent metastatic incidence and tumour recurrence [2]. Furthermore, currently available CRC 
conventional treatments such as surgical excision, chemotherapy, radiation therapy, targeted and 
immunotherapy have rarely yielded appreciable prognosis and are hampered by undesirable side 
effects in patients [2]. Thus, it remains imperative to develop other therapeutic approaches with 
increased potency and negligible side effects.

In recent years, photodynamic therapy (PDT) has emerged as a favourable approach to obliterate 
different cancers [2]. It is based on the uptake of photosensitizer (PS) by tumor cells and subsequent 
activation of the PS by laser light at a specific wavelength. The activated PS then reacts with 
molecular oxygen within tumours to generate cytotoxic reactive oxygen species (ROS) [3]. PSs have 
minimal dark and administration toxicity [4,5]. Preferentially when PSs are administered alone, they 
tend to passively accumulate more in cancer cells, due to their intrinsic overexpression of low-density 
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lipoprotein (LDL) receptors [4,5]. However, in most cases this passive accumulation does not render a 
high enough PS concentration uptakes to produce significant forms of PDT induced cancer cell death 
[4,5]. Thus, since PDT is non-invasive, with minimal toxicity in comparison to conventional therapies, 
it is imperative to conduct further research in terms of improving PS accumulation in cancer cells in 
order to induce significant forms of tumor destruction [4]. 

Zinc Phthalocyanine Tetrasulfonic acid (ZnPcS4) is a promising metallated second generation PS 
which has been intensely investigated for PDT cancer applications due to its remarkable photophysical 
and photochemical properties [6]. It contains a zinc diamagnetic central atom, which produces high 
quantum ROS yields within the 680 nm wavelength range with minimal dark toxicity [7]. This 
compound also contains a number of sulfonated thiol groups, which increase its solubility, as well as 
its distribution in biological tissues and volume of distribution [7]. Studies reported that ZnPcSmix PS 
and 680 nm laser irradiation at a fluency of 5 J/cm2, induced a significant 60% of apoptotic cell death 
within in vitro cultured CRC cells [4]. However, despite the many remarkable attributes PDT has had 
in oncology, when PSs are administered alone, they inherently are hydrophobic and so tend aggregate 
when subjected to aqueous conditions [8]. This aggregation profoundly hampers their quantum ROS 
yields, as well as their bioavailability at target sites [8]. To overcome this issue, nanoparticles (NPs) 
are often combined with PSs to significantly improve their solubility, through their hydrophilic 
properties and so enhance PS cellular uptake in cancer cells [8]. 

Gold nanoparticles (AuNPs) have gained a great deal of attention in PDT applications due to their 
remarkable photostability, highly modifiable surface chemistry, strong absorption within the near 
infrared region, high biocompatibility, localized plasmon resonance and high loading capacity [9]. 
Studies have reported that AuNPs improve PDT treatment outcomes as they protect PSs from 
biological barriers and so promote passive uptake [6]. Nevertheless, NP PS delivery systems cannot 
exclusively identify malignant cells and so PS uptake is still often too low, to induce significant forms 
of PDT tumor cell destruction [10]. Thus, in an effort to enhance PS accumulation in cancer cells, 
research has focused on the development of antibody NP-based PS delivery platforms [2,8]. Studies by 
Naidoo et al. (2019) have shown that by developing NP-based PS delivery platforms which have anti- 
antibody moieties immobilized on their surface (which can identify overexpressed antigens on the 
surface of malignant cells), PDT tumor cell destruction outcomes are often enhanced, since the 
selectively bound anti-antibodies promote improved PS uptake and retention [6]. 

This study combined an efficient cytotoxic oxygen generating hydrophilic tetra sulphonated metal- 
based Zinc Phthalocyanine Tetrasulfonic Acid PS (ZnPcS4) with CRC-specific targeting antibodies 
Anti-Guanylate Cyclase (Anti-GCC Ab) on the surface of heterobifunctional PEG amine stabilized 
AuNPs to enhance PS uptake and retention within in vitro cultured CRC cells, in order to improve 
PDT tumor cell destruction. 

2. Methodology

2.1. Chemical Synthesis of Final Nano Bioconjugate 
1 ml of AuNP-PEG5000-SH-NH2 (Sigma-Aldrich 765309) were added to 1 ml of 125 µM ZnPcS4 

(w/v in 0.001M PBS) (Santa Cruz® Biotechnology, sc-264509A) and vortexed overnight at room 
temperature at 1500rpm to promote spontaneous ligand exchange and absorption. The mixture was 
then purified by centrifugation (18000rpm for 1hr) and the pellet was resuspended in 1ml 0.001 PBS. 
To bind the Anti-GCC Ab (ab122404) to the AuNP- ZnPcS4 nanocomposite, an amide bond was 
achieved using two-step coupling chemistry. The carboxylic terminus of the Anti-GCC Ab was 
activated with EDC N-(3-Dimethylaminopropyl)-N′-ethylcarbodiimide hydrochloride and N- 
Hydroxysulfosuccinimide sodium salt. 200 µg/ml of activated Anti-GCC Ab was then added to 1 ml 
of AuNP-ZnPcS4 nanocomposite and vortexed overnight to allow for the activated carboxylic moiety 
succinimidyl ester of the Ab to react with the amine functionalized group on AuNPs so a strong amide 
bond could be established. Characterization of this final nano bioconjugate (FNBC) was conducted 
using UV-visible spectroscopy. 
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2.2. Cell Culture, Dose Response, FNBC and PDT Laser Irradiation Assays 
Commercially purchased CaCo-2 CRC cell line CaCo-2 (Cellonex Cat SS1402 CCAC-FL; CCAC-C) 
was used in this study. Cells were cultured in Dulbecco’s Modified Eagle Medium (D5796, Sigma 
Aldrich) enriched with 10% Foetal Bovine Serum (FBS), 4mM sodium pyruvate, 4mM L-glutamine, 
2.5 g/ml amphotericin B, and 100 U Penicillin 100 g/ml streptomycin solution in an 85% humidified 
condition at 37ºC and 5% CO2. Control and experimental culture dishes were seeded with cells at a 
density of 6 x 105 cells and incubated for 4hrs to allow for attachment. Dose response studies were 
performed to determine the lowest concentration of ZnPcS4 PS alone, which could yield 50% 
cytotoxicity (ICD50), in order to determine the optimum concentration PS loading required within the 
FNBC. Within FNBC assays control groups received ZnPcS4 or ZnPcS4–AuNP treatments, whereas 
experimental groups received FNBC treatments. After ZnPcS4 PS dose response or FNBC additions, 
culture plates were incubated for an additional 20 hrs. Post 24 hrs groups which required PDT laser 
treatment were irradiated using a continuous semiconductor diode laser (Oriel Corporation) at 
wavelength of 673 nm, with a fluence of 10 J/cm2. Following treatment, all control and experimental 
groups were further incubated for 24 hrs in fresh media, before cytotoxicity and cell death analysis 
assays were performed. 

2.3. Subcellular Localization of FNBC 
CaCo-2 cells were seeded at density of 6 x 105 cells/ml in culture dishes containing a coverslip and 
post attachment received ZnPcS4, ZnPcS4–AuNP or FNBC only without irradiation. After 24h of 
incubation, the cells were stained for 30min with 2 µg/ml ICAM-1 mouse monoclonal IgG1 
(AbAB2213 AC: Abcam) and 5 µg/ml Goat anti-mouse IgG-FITC (AB6785 AC: Abcam) on ice, 
respectively. Thereafter, the cells were stained with µl of 1µg/ml DAPI for 5 min and rinsed with 
HBSS. The coverslips were then mounted on slides and examined using the filter settings of a Carl 
Zeiss Axio Z1 Observer immuno fluorescent microscope. 

2.4. Cellular Cytotoxicity 
CytoTox96® non-radioactive assay (Promega G1780) assay was used to measure lactate 
dehydrogenase (LDH) released from cellular supernatant cytosol to detect membrane damage prior 
and post treatment. 

2.5. FNBC Cell Death Analysis 
Annexin V-FITC/PI cell death detection kit (BD Scientific: BD/556570), was used for detection and 
quantitation of cells undergoing early or late apoptosis, cells dying from necrosis cells, or cells 
remaining viable post-PDT treatment using the BD Accuri™ C6 flow cytometer. 

3. Results and Discussion

3.1. PS Dose Response Studies 
With reference to Figure 1, cells treated with varying doses of ZnPcS4 PS alone, showed no statistical 
significance in LDH release, when compared to untreated control cells. Irradiated cells incubated with 
0.0625 µM to 0.25 µM ZnPcS4 produced significant dose-dependent increases in the amount of LDH 
released, when compared to untreated control cells. Within irradiated cells groups treated with 0.125 
µM ZnPcS4, a significant 45% (indicated by ** in Figure 1) of LDH cytotoxicity was reported and so 
was the recommended ICD50 concentration, which was utilized within FNBC experiments. 
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Figure 1. Varying doses of ZnPcS4 administered to CaCo-2 cells with and without laser irradiation 
showing a dose-dependent increase in the amount of LDH release. 

3.2. Characterization of the FBNC 
With reference to Figure 2, ZnPcS4 and AuNP-PEG5000-SH-NH2 retained their respective visible 
absorption peaks after FNBC conjugation, however with some reduction in absorption, suggesting that 
these two compounds had successfully bound together. The FNBC noted a slight shift in the resonance 
peak position of AuNP at 520 nm, signifying that the Anti-GCC Ab had been successfully conjugated 
to its surface. Moreover, the FNBC retained its prominent ZnPcS4 673 nm absorbance peak, which 
meant that the photochemical characteristics of the PS were conserved after conjugation, suggesting 
that PDT experiments were possible. A slight broadening in the absorption peaks of the FNBC was 
seen since additional conjugates increased its overall molecular size. Furthermore, the peaks remained 
smooth suggesting no aggregation occurred. Overall, the FNBC consisted of 0.95 x 1015 particles/ml 
AuNPEG5000-SH-NH bound to 35 µM of ZnPcS4 in 0.001 M PBS (w/v), which was diluted to 0.125 
µM ZnPcS4 in relation to the recommended ICD50 PS dose concentration that was reported above. 
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Figure 2. UV-Visible absorption spectral and fluorescence analysis of the FNBC and control 
groups. 

3.3. Subcellular Localization Studies of the FNBC 
Live cell immunofluorescent staining and imaging noted a far more improved PS bioavailability in 
CRC cells which received the FNBC, versus ZnPcS4 PS or ZnPcS4–AuNP alone control 
administrations (Figure 3). This improved PS accumulation in CRC cells can be observed by the 
increased red intensity observed in images, which received the FNBC. 

Figure 3. Subcellular localization of ZnPcS4 PS alone, ZnPcS4–AuNP and FNBC within CaCo-2 
cells, showing blue stained DAPI nuclei, green stained cellular membrane proteins and red fluorescent 

ZnPcS4 PS localization. 
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These findings suggest that the Anti-GCC Ab within the FNBC enhanced the ZnPcS4 PS 
accumulation within CRC far more superior than its administration alone. Considering that the only 
difference within the experimental FNBC group versus the control groups was the fact that it 
contained Anti-GCC Ab, these results are suggestive that the anti-antibody must have promoted this 
improved PS uptake. However, in order to confirm if this enhanced FNBC PS uptake in CRC cells 
was due to selective tumor targeting, future research would need to be conducted in normal cells. 

3.4. Cell Death Analysis of the FNBC 
Annexin V-FITC/PI cell death detection kit was used differentiate between live, apoptotic, and 
necrotic forms of cell death in CRC cells. With reference to Figure 4, no significant differences in cell 
death percentages were noted in control groups which received laser irradiation, ZnPcS4 PS, ZnPcS4– 
AuNP or FNBC alone when compared to the cells only control, which received no treatment. 

Figure 4. Cell death analysis of control and experimental groups 

Irradiated experimental groups which received ZnPcS4 PS, ZnPcS4–AuNP or FNBC noted 
significant increases in apoptotic cell death, with lowered cellular viability. However, irradiated 
experimental groups treated with ZnPcS4 PS alone, exhibited less significant late apoptotic cell death 
(15% - indicated by * in Figure 4), when compared to groups which were treated with ZnPcS4–AuNP 
(21% - indicated by ** in Figure 4). Furthermore, when comparing these two experimental groups to 
irradiated FNBC treated cells, a highly significant apoptotic cell death (34% - indicated by *** in 
Figure 4), with a significant increase in necrotic cell death (16% - indicated by * in Figure 4) was 
found. Studies have reported that the most favored modes of cell death in relation to successful PDT 
treatment outcomes are late apoptosis and necrosis, since they destroy cells beyond recovery, unlike 
early apoptosis, whereby cells can rejuvenate causing potential tumour reoccurrence [6]. Irradiated 
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experimental groups which were treated with ZnPcS4 PS alone, possibly did not exhibit as much 
significant late apoptotic cell death (15%), since studies have noted that when this PS is administered 
alone it tends to aggregate due to its hydrophobic nature, hindering is PS accumulation in cancer cells 
and so limits it overall PDT cell death outcomes [8]. The significant 21%** late apoptosis observed in 
irradiated groups treated with ZnPcS4–AuNP, was attributed to the fact that the PS was conjugated to 
AuNPs and studies have reported that they improve the passive uptake of PSs in cancer cells due to 
their hydrophilic nature [8]. The highly significant and favorable forms of PDT induce cell death 
(34%*** late apoptosis and 16%* necrosis) which was found in irradiated groups which received 
FNBC, was possibly due to the fact that FNBC had Anti-GCC conjugated onto its surface, since 
previous studies have noted that antibody moieties immobilized on NP surfaces can promote improved 
PS uptake and retention in cancer cells [6]. However, in order to fully realize and confirm if the 
improved PS uptake in CRC cells was due to the FNBC selective targeting abilities future studies 
using comparative normal cells needs to be investigated. 

4. Conclusion
ZnPcS4 PS was successfully conjugated onto AuNP-PEG5000-SH-NH2 NPs surface to increase its
solubility and uptake in CRC cells. Furthermore, Anti-GCC Ab was immobilized onto AuNP-PS
surfaces to observe if the FNBC was capable of even further enhanced PS retention in CRC cells.
Subcellular localization assays revealed that the FNBC significantly increased the intracellular
accumulation of ZnPcS4 within CRC cells far more than the administration of ZnPcS4 PS alone or
when conjugated to AuNPs. Furthermore, the FNBC post PDT induced a far more significant cell
death, when compared to ZnPcS4 PS, or ZnPcS4–AuNP treatment alone. These findings suggest that
the conjugation of Anti-GCC Ab to ZnPcS4–AuNPs, enhanced PS delivery in CRC cancer cells.
Overall, FNBC showed enhanced cellular PS retention in CRC cells and so improved PDT cytotoxic
treatment outcomes enormously. However, this study warrants further investigation to compare the
uptake between in vitro cultured CRC and normal cells in order to determine whether the improved PS
uptake in CRC cells was due to selective Anti-GCC Ab targeting.
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Abstract. Colorectal cancer (CRC) currently remains a challenge to diagnose and is the third 
most diagnosed cancer worldwide. Photodynamic diagnosis (PDD) is a promising early 
diagnostic approach which uses photosensitizers for fluorescence detection of malignant cancer 
cells without inducing tumour damage. In this study, ZnPcS4 a photosensitizer with pronounced 
chemical properties due to its tetra sulphonation was incorporated with specific CRC targeting 
antibodies (Anti-GCC Ab) on the surface of heterobifunctional aminefunctionalized and PEG 
stabilized gold nanoparticles (AuNPs), to form a final actively targeted PS nanoconjugate 
(ZnPcS4 – AuNP-PEG5000-SH-NH2 – Anti-GCC Ab). The final actively targeted PS 
nanoconjugate was successfully synthesized and characterized using spectroscopic techniques. 
Immunofluorescent photodiagnostic results confirmed that the final actively targeted PS 
nanoconjugate was able to localize within in vitro cultured CRC cells more specifically, due to 
its active targeting biomolecule (Anti-GCC Ab) than PS treatment alone. The final targeted PS 
nanoconjugate offered highly specific and sensitive absorption of the PS in CRC cells and so 
allowed for the successful photodynamic diagnosis of CRCs in vitro.  

1. Introduction

Colorectal cancer (CRC) remains the fourth most commonly diagnosed cancer and represents about
9.4% of all estimated cancer deaths worldwide [1,2]. Additionally, CRC is the sixth leading cause of
cancer death in South Africa [3]. Conventional CRC diagnostic techniques are often limited for early
detection, as they lack specificity and are often invasive [4]. Moreover, the poor prognosis and decreased
survival rate when CRC is identified at advanced stages raise a demand for an early diagnostic modality
that can reduce cancer mortality [5].

Photodynamic diagnosis (PDD) is an emerging minimally invasive technique that may be utilized as 
an alternative option for the diagnosis of malignant disorders [6]. This technique offers advantages such 
as selective targeting and primary localized within tumor cells for specific identification [6]. The PDD 
technique relies on the combined use of an administered tumor targeted photosensitizer (PS), that when 
excited by blue light, emits a strong fluorescence signal that can used to precisely diagnose cancer [5,7]. 

Zinc Phthalocyanine Tetrasulfonic acid (ZnPcS4) is a hydrophilic metallated PS that has been found 
to exhibit great potential in CRC photodynamic studies, due to its prolong lifespan and passive 
absorption in tumor cells [8–10]. Since, ZnPcS4 exhibits a characteristic short-blue B absorption band, 
between 330 to 350 nm, this particular PS could be possibly utilized within PDD applications [9].  

Nanoparticles (NPs) are attractive carriers of PSs in PDD applications for improved diagnostic 
outcomes, since they enhance the PS accumulation in tumor cells via the enhanced permeability and 
retention effect (EPR), as well as can be further modified with specific tumor receptive site biomarker 
targets (such as antibodies), which promote actively precise PS absorption in marked tumors [11].  Gold 
nanoparticles (AuNPs) are the most promising PS carrier in photodynamic applications, since they have 
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a large surface area to accommodate high PS loading, as well as provide PS protection from biological 
barriers due to their immune biocompatibility [12]. Additionally, the large surface area of AuNPs 
accommodates further functionalization with various targeting moieties to deliberately enhance targeted 
active uptake and specific cellular localization of PSs for overall improved PDD outcomes [13].   

Overall, the use of the active targeting approach that exploits the modification of NP-PS with 
celltargeting ligands, such as monoclonal antibodies (mAb) is a highly sought-after strategy in PDD 
applications, since it promotes PS internalization and accumulation and so enhanced specific and highly 
accurate cancer diagnosis outcomes [11]. The transmembrane receptor protein, guanylyl cyclase C 
(GCC) has been reported to be specifically overexpressed in CRC cells and so can be used as an active 
target biomarker within passive NP-PS conjugates to improve PS internalization for precise PDD [14].  

Within this study, Anti-GCC monoclonal antibodies (mAbs) moieties were loaded onto AuNPs which 
were conjugated to ZnPcS4 PSs, in order to construct a final targeted nanobioconjugate (BNC), that could 
possibly increase specific PS localization within in vitro cultured CRC and so enhance PDD precision.   

2. Methodology

2.1. Chemical Synthesis and Molecular Characterization of the BNC  
The final bionanoconjugate: ZnPcS4 – AuNP-PEG5000-SH-NH2 – Anti-GCC mAb (BNC) was 
synthesized according to Naidoo and co-workers [15]. Briefly, the ZnPcS4 PS was conjugated onto the 
surface of AuNP-PEG5000-SH-NH2 (Sigma-Aldrich: 765309), using spontaneous ligand exchange 
(between Au and PS tetra sulphides) and adsorption (disulphide bond between PEG and PS) techniques. 
200μg/ml of Anti-GCC mAb (Abcam: ab122404) were activated using covalent mode carbodiimide 
crosslinker two-step coupling and bound to the surface of the already conjugated ZnPcS4 PS - AuNP-
PEG5000-SH-NH2, using EDC and NHS chemistry. The BNC was then subjected to UV Visible, DLS 
and ZP characterization, as well as immunofluorescent staining.  

2.1.1. UV-Visible Spectroscopy 
The BNC contained ZnPcS4 PS, which is known to absorb at 350nm (Soret Band) and emits at 583, 634 
and 674nm (Q band) ranges in PBS [9].  The photostability of the BNC and its characteristic Soret and 
Q bands values were measured and confirmed using UV-Vis spectroscopy over the duration of 
experimental assays (8 weeks).  

2.1.2. Light Scattering (DLS) and Zeta potential  
Particle size and zeta potential (ZP) of the BNC were measure by dynamic light scanning (DLS) on a 
Malvern Zetasizer Nano ZS (Malvern Instruments, Malvern UK), equipped with a 4mW He-Ne laser at 
a 633nm wavelength at 25°C, in triplicate, with all appropriate controls.  

2.2. Cell Culture 
Human colon cancer CaCo-2 (CaCo-2 Cellonex Cat SS1402) and normal human fibroblasts WS1 
(ATTC CRL-1502) cell lines were cultured in DMEM Media or MEM media, respectfully, 
supplemented with 10% Foetal Bovine Serum (FBS), 4mM sodium pyruvate, 4mM L-glutamine, 
2.5g/ml amphotericin B, and 100U Penicillin 100g/ml streptomycin solution. The cells were maintained 
in a humidified incubator with atmosphere of 5% CO2 at 37°C. Upon confluency, the cells were 
harvested using TrypleSelect™ and seeded into a 3.4cm culture plates at a density of 6 x 105 cells, which 
contained a sterile coverslip. Culture plates were incubated for 4hrs to allow for cellular attachment.  

2.3. Photo Diagnostic Assays  
To determine if the BNC could be selectively absorbed by CRC cells only (and not by normal fibroblast 
cells), in order to be utilized as a fluorescent marker for the early CRC PDD, intercellular cell adhesion 
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molecule-1 (ICAM-1) immunofluorescent membrane staining and fluorescent microscopy imaging 
assays were performed. Post 4hrs attachment culture plates received a predetermined effective dose of 
0.125μM ZnPcS4 PS only, ZnPcS4 – AuNP-PEG5000-SH-NH2 and BNC in 3ml of supplemented culture 
media to form various control and experimental groups. The culture plates were then incubated in the 
dark at 37°C overnight. Thereafter, the cells in the culture plates were rinsed using PBS and fixed with 
3.7% paraformaldehyde for 10min at room temperature. The cells were then incubated with 2µg/ml 
ICAM-1 mouse monoclonal IgG1 (AbAB2213 AC: Abcam) and 5µg/ml Goat anti-mouse IgG-FITC 
(AB6785 AC: Abcam) on ice, for 30min at room temperature. After incubation, the cells were rinsed 
with HBSS, and the coverslips were mounted into microscope slides. Immuno fluorescent microscopic 
images were captured with a Carl Zeiss Axio Z1 Observer with FITC green (cell membranes) and DAPI 
blue (ZnPcS4 PS) detection filter fluorescent settings, at 400x magnification.  

3. Results

3.1. Molecular Characterization of the BNC 

3.1.1. UV-Visible Spectroscopy 
The UV-vis spectra of the BNC, noted no significant changes or deformations over an 8 week period, 
suggesting that it remained photostable (Figure 1). Additionally, the 340nm Soret band for the ZnPcS4 
PS within the final BNC remained high and prominent suggesting it conserved its photochemical 
properties, without any quenching and so could be utilized within PDD CRC in vitro assays fairly 
successfully.  

Figure 1. UV-vis spectroscopy measurements. Absorption spectra with respect to the ZnPcS4 PS 
contained within the final BNC.  
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3.1.2. Dynamic Light Scattering (DLS) and Zeta Potential (ZP) 
Within dynamic light scattering studies, the BNC reported one single major peak with a narrow width 
and no additional smaller side peaks, when repeated in triplicate (Figure 2). These findings demonstrated 
that a components of the final BNC were successfully bound [16]. Additionally, the DLS Polydispersity 
Index (PDI) value of the final BNC was found to be 0.353, reporting that it was a single monodisperse 
homogenously pure molecule,that had no aggregation. ZP results reported the BNC had a mean 
hydrodynamic diameter of 57.18 ± 3.04nm, suggesting it was small enough for cellular absorption [17]. 
The final BNC had a ZP value 36.5 ± 2.6 mV, noting it was highly stable with a slight positively charge 
and should so would remain intact within an in vivo environment, as well as be retained more selectively 
by tumour cells which are negatively charged[16,18].  

Figure 2. DLS hydrodynamic radius distribution graph of the final BNC. 

3.2. Photo Diagnostic Assays  
Fluorescent microscopy imaging was performed within various control and experimental groups to 
confirm the specific and targeted ZnPcS4 PS absorption within CRC Caco-2 versus normal WS1 human 
fibroblast cells. Green immunofluorescent ICAM-1 / FITC membrane staining and ZnPcS4 PS blue 340 
nm fluorescence signals from the images were captured and examined. With reference to the first row 
of CRC images in Figure 3, the blue fluorescence intensity of ZnPcS4 PS was far higher within the BNC 
experimental group than when compared to the other control groups. The control group of ZnPcS4 PS 
alone reported less blue fluorescence intensity in CRC cells than when compared to the control group 
which received AuNP-PEG5000-SH-NH2 - ZnPcS4. These observations suggest that the AuNPs were 
responsible for improved passive localization of the PS in CRC cells than compared to when it is 
administered in singular form [19]. Nevertheless, the CRC experimental group which received the final 
BNC, noted the highest blue fluorescence intensity, suggesting the most significant uptake of 
ZnPcS4 
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PS was found. These observations suggest that the conjugated Anti-GCC mAbs, within the final BNC, 
successfully facilitated an active up-take of the PS, directed towards GCC overexpressed cellular surface 
receptors and so a far higher retention of the PS was found [14,20).  With reference to the second row 
of WS1 normal human fibroblast images in Figure 3, the experimental cells which received the final 
BNC showed no selective or active accumulation retention of the blue stained ZnPcS4 PS, in comparison 
to the control groups which received ZnPcS4 PS alone or AuNP-PEG5000-SH-NH2 - ZnPcS4.   

These observations suggest that the final BNC had no specific targeting affinity for normal human 
cells and so could be successfully utilized in PDD application to distinguish between normal and in vitro 
cultured CaCo-2 CRC cells, however if ZnPcS4 PS was to be administered alone or in conjugation with 
AuNPs its cellular uptake would not be specific enough to differentiate between in vitro normal and 
CRC cultured cells.  

Figure 3. PDD fluorescent microscopy images comparison of ZnPcS4 PS uptake in CRC CaCo-2 versus 
normal WS1 fibroblast cells, treated with ZnPcS4 PS alone, AuNP-PEG5000-SH-NH2 - ZnPcS4, and the 
final BNC. Cellular ICAM membrane proteins (GREEN stain), and ZnPcS4 PS localization (BLUE stain). 

4. Conclusion

In conclusion, a novel final BNC, consisting of ZnPcS4 PS with CRC specific targeting Anti-GCC mAbs 
conjugated to PEGlated AuNP was successfully synthesized. Molecular characterization assays 
confirmed that all components within the final BNC were successfully bound and that it displayed its 
signature Soret ZnPcS4 PS PDD band at 340 nm. DLS and ZP results reported the final BNC was stable, 
monodisperse and of an acceptable size for cellular nano-targeting. Control groups which consisted of 
ZnPcS4 PS bound to AuNP-PEG5000-SH-NH2, did note an improved passive uptake of the PS for PDD 
in CRC, however owing to the attachment of the Anti-GCC mAbs within the final BNC, it reported a 
highly active, localized, and enhanced uptake of the ZnPcS4 PS and so was capable of the specific and
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targeted PDD identification of CRC, since it showed no affinity for normal human WS1 fibroblast cells. 
Overall, this study demonstrated that the final BNC could be a promising platform for early targeted 
photodynamic diagnosis of CRC and so requires in vivo investigation.  
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Abstract. Osteoporosis is a progressive, metabolic bone disease affecting millions across the 

globe. Stem cell (SC) regenerative therapy has demonstrated potential in treating osteoporosis, 

particularly when using Adipose-derived Mesenchymal Stem Cells (ADMSCs). 

Photobiomodulation (PBM) has gained international momentum due to its ability to aid in the 

proliferation and differentiation of stem cells. Additionally, PBM when combined with 

differentiation growth factors has revealed enhanced proliferation and ADMSC differentiation 

into osteoblasts. This in vitro study combined the use of osteogenic differentiation inducers and 

PBM at a near-infrared (NIR) wavelength of 825 nm, a green wavelength of 525 nm and their 

combination wavelengths (825 nm and 525 nm) using a single fluence of 5 J/cm2 to determine 

the proliferation and differentiation effectivity of ADMSCs into osteoblasts. The cells were 

characterised via the use of flow cytometry. Morphology was investigated and the biochemical 

assays performed include proliferation, viability, and cytotoxicity. The successful outcome of 

this study provides relevant scientific knowledge and a standardization for osteogenic 

differentiation in vitro using PBM.  

1. Introduction

Osteoporosis is known as the most progressive mitochondrial bone disease in humans [1]. Osteoporosis

is characterized by the increase in bone fragility leading to the increase in fracture occurrence [2].

Regenerative Medicine (RM) is currently the most promising branch of medical science used to repair

or heal tissues and organs damaged by severe injuries, chronic disease or age [3]. At the frontline of RM

stands SC therapy due to the characteristics of SCs including self-renewal and trans-differentiation into

various cell types [4]. Adipose-derived Mesenchymal Stem Cell (ADMSC) transplantation can facilitate

the development and strength of new bones, increase bone consistency and decrease the risk of fractures

[5]. ADMSCs are easily isolated and harvested from adipose tissues via minimally invasive surgery,

providing low risk of morbidity, a high abundancy and a high yield in cell numbers [6]. The successful

trans-differentiation of ADMSCs into osteogenic lineages in vitro, requires the addition of biological

and chemical growth factors (GFs) within the cell culture medium [7]. However, ADMSCs have a

tendency of favouring adipogenic lineages despite GF presence [8]. Therefore, lineage specific

differentiation control is required via a combinational use of GF presence and a mechanical stimulant

such as photobiomodulation (PBM) [9]. The use of visible and NIR light by coherent or incoherent light

sources on cells and tissues is known as PBM [10]. Once endogenous chromophore absorption occurs,

the light within various ranges brings about photophysical and photochemical responses. PBM is

understood to aid in cell function, proliferation, migration and tissue regeneration due to the increased

mitochondrial oxidative metabolism [11]. The potential stimulatory and inhibitory outcomes of PBM
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on ADMSCs are wavelength and fluence dependant [12]. Cell proliferation has been suggested when 

stimulated by PBM using a wavelength of/between 660-850 nm and a fluence of/between 5 – 10 J/cm2 

[13], whereas wavelengths of 495–570 nm had been seen to affect differentiation [14]. The aim of this 

in vitro study was to combine the use of osteogenic differentiation inducers and PBM at a near-infrared 

(NIR) wavelength of 825 nm, a green wavelength of 525 nm and their combination wavelengths (825 

nm and 525 nm) using a single fluence of 5 J/cm2 to determine the proliferation and differentiation 

effectivity of ADMSCs into osteoblast cell lineages. 

2. Materials and Methodology

Immortalized ADMSCs (ASC52telo hTERT, ATCC®SCRC-4000™) were cultured for one week in

osteogenic differentiation media comprised of Dulbecco’s Modified Eagle Media (DMEM) media, 10%

Fetal Bovine Serum, 0.5% Penicillin-Streptomycin, 0.5% Amphotericin B solution, 50 nM

Dexamethasone, 10 nM Beta-glycerol phosphate disodium and 0.2 mM Ascorbic acid. All cultured cells

were kept in Corning® cell culture flasks and incubated at 37°C in 5% CO2 and 85% humidity. The

cultured immortalized ADMSCs were seeded at 1 x 105 cells into treated culture dishes with a radius of

1,75 cm with 2 mL of osteogenic differentiation media. Prior to irradiation, the osteogenic differentiation

media was refreshed. Cells were irradiated from above in the dark at room temperature with the petri

dish lid taken off prior to irradiation to avoid negligible factors. The time of irradiation was calculated

as follows:

𝑚𝑊⁄𝑐𝑚2 =
𝑚𝑊

𝜋 × (r2)

𝑊⁄𝑐𝑚2 =
𝑚𝑊⁄𝑐𝑚2

1000

𝑇𝑖𝑚𝑒 (𝑠) =  
𝐽⁄𝑐𝑚2

𝑊⁄𝑐𝑚2.

This study included an experimental standard whereby cells did not receive osteogenic growth factors 

nor PBM treatment and an experimental control of which cells received osteogenic trans-differentiation 

growth factors but weren’t exposed to PBM treatment. The laser parameters are shown in Table 1. The 

cell samples were collected at 24 hours, 48 hours and 7 days post-irradiation. Cell characterization, via 

the use of flow cytometry as a qualitative assay, identified SC protein markers CD44 and CD166 

presence on the immortalized ADMSCs. Morphology was identified by inverted light microscopy and 

biochemical assays such as Adenosine triphosphate (ATP) proliferation (Promega, G9241) [15], Trypan 

blue viability (Invitrogen™, T10282) and Lactate dehydrogenase (LDH) cytotoxicity (Promega, G1780) 

were performed. For statistical analysis, biochemical assays included n=3 biological repeats with 

technical duplicates. Statistical analysis was performed using SigmaPlot version 12 and the data was 

evaluated by a student t-test and one-way ANOVA. The statistical variances amongst the experimental 

groups were denoted on the figures as P < 0.05 (*), P < 0.01 (**) and P < 0.001 (***). 

Table 1. Laser Parameters 

Laser Parameters Near infra-red (NIR) Green (G) 

Light Source 

Wavelength (nm) 

Power Output (mW) 

Power Density (mW/cm2) 

Area (cm2) 

Emission 

Fluence (J/cm2) 

Irradiation Time (sec) 

Diode Laser 

825 

515 

53.53 

9.62 

Continuous Wave 

5 

93 

Diode Laser 

525 

553 

57.47 

9.62 

Continuous Wave 

5 

86 
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3. Results

Flow cytometry characterisation was used to detect the expression of stem cell and neuronal markers,

where detection is represented by a histogram peak. An increased percentage to the right or right shift

is indicative of increased expression and a left shift a decrease. Flow cytometry analysis (Figure 1)

demonstrated a left shift, CD44 and CD166 SC protein marker expression by all experimental groups at

7 days post-PBM treatment. This implies the effective use of PBM to reduce stem-ness and be an

efficient tool for trans-differentiation of immortalized ADMSCs into osteoblasts.

Figure 1. Flow cytometry characterization of immortalized ADMSC CD44 marker and CD166 

markers at 24 hours and 7 days post-irradiation treatment. The red histogram is indicative of a right 

shift and increase in protein marker expression and the yellow histogram is indicative of a left shift, a 

decrease in protein marker expression. 

Immortalized ADMSCs are characteristically thin and spindle in shape. A noticeable change in cell 

morphology (Figure 2) occurred amongst the Green treated cell groups at 24 hours, the Green and NIR-

Green treated cell groups at 48 hours and amongst the NIR, Green and NIR-Green treated cell groups at 

7 days post-PBM treatment. The cell shape had become rounded in appearance similarly to that of 

osteoblasts and a loss in the visibly thin and longitudinal initial ADMSC cell shape. 
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Figure 2. Morphology of immortalized ADMSC differentiation post-PBM treatment using Inverted 

Light Microscopy.  

A statistically significant decrease in ATP (Figure 3A) was identified for all experimental groups 

compared to the standard, at 24 hours and in the Green and NIR-Green experimental groups at 48 hours 

post-PBM treatment. Proliferation was decreased for all experimental groups compared to the standard 

at 7 days, albeit insignificant. The overall decrease in proliferation seen may suggest that ATP is being 

redirected for cell differentiation instead of cell proliferation [16]. The viability assay (Figure 3B) 

suggested a consistent cell percentage viability over time implying that PBM does not negatively impact 

cell health instead maintains the overall health of cells. LDH results (Figure 3C) showed no significant 

increase in LDH production at 24 hours and 48 hours post-PBM treatment, however, a significant 

increase in LDH production did occur amongst the control and all the experimental groups at 7 days 

post-PBM treatment. Despite the significant increase when compared to the standard, these increases 

are not of toxic concentrations in comparison to the cytotoxic positive control which represents a 

hundred percent cell toxicity and cell death. As the cell viability was seen to been maintained over time. 

The slight LDH leakage identified may be explained by changes in cell membrane permeability due to 

trans-differentiation [17], or due to contact inhibition and nutrient depletion within the cell culture 

medium after an extended cell culture period [18].  

Figure 3. Biochemical Analysis of immortalized ADMSC differentiation at 24 hours, 48 hours, and 7 

days post-PBM treatment. 
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4. Discussion and Conclusion

Osteoporosis is the consequence of a decline in bone-forming mature osteoblast populations [19]

instigated by changes in the biology of Mesenchymal Stem Cells (MSCs), insufficient osteoblast

progenitor proliferation, a rise in apoptosis and an upsurge in the accumulation of adipocytes within the

marrow [20]. The development, strength, and consistency of new bones can be aided by the

transplantation of ADMSCs [5] because ADMSCs are an ample multipotent cell source capable of

differentiation into osteoblast, adipocyte, and chondrocyte cell lineages [21]. PBM has been recognized

to assist in cell function, proliferation, migration, and the regeneration of tissue [11]. The effects of PBM

on ADMSCs have shown to be dependent based on the wavelength and fluency applied [12]. Previous

studies have identified the effect of PBM at a single wavelength on ADMSCs [22–24], however, limited

studies have explored the outcome of combining PBM wavelengths to aid multiple cellular functions

[25].

Flow cytometry analysis indicated a reduction in CD44 and CD166 immortalized ADMSC stem-

ness protein markers at 7 days post-PBM treatment, implying the transition of stem cell into cell lineage. 

The data identified Green PBM to have a greater outcome in reducing CD44 and NIR-Green PBM to 

have a greater outcome in reducing CD166. This suggests Green PBM and NIR-Green PBM influence 

different cellular pathways, yet both are an effective aid in the trans-differentiation of immortalized 

ADMSCs. Wang et al. concluded their findings on the detection of trans-differentiated ADMSCs into 

osteogenic lineages with the aid of Green PBM after 7 days post-PBM treatment [14]. 

Immortalized ADMSCs are typically identified as thin and spindle in cell shape, however, cellular 

morphology depicted noticeable cell shape rounding as early as 24 hours post-PBM treatment amongst 

the Green PBM experimental group. At 48 hours post-PBM treatment, both Green and NIR-Green PBM 

experimental groups presented with rounded cell and/or shorter spindle shaped cell morphology. An 

osteoblast is characteristically rounded in cell morphology as identified by previous research [26]. This 

change in cell morphology suggests cell differentiation of immortalized ADMSCs into osteoblasts.  

Analysis of biochemical assays identified a statistically significant decrease in cell proliferation at 

24 hours post-PBM treatment amongst all experimental groups. At 48 hours post-PBM treatment, a 

decreased cell proliferation occurred amongst the Green PBM and NIR-Green PBM experimental 

groups. However, the decrease in proliferation is suggestive that ATP had been redirected for the use of 

cellular differentiation instead of cellular proliferation as suggested by the findings of a study which 

intended for the differentiation of human embryonic stem cells into neural cells [27]. The viability assay 

presented with a consistent cell percentage viability of cells amongst all experimental groups at 24 hours, 

48 hours and 7 days post-PBM treatment. This indicates that PBM treatment assists in the maintenance 

of cell health without a negative outcome [24]. Lastly, a significant increase in LDH production had 

been identified amongst the control group and all three experimental groups 7 days post-PBM treatment, 

however, these concentrations were not toxic to the cell population. In comparison to a hundred percent 

cell toxicity and death, the cytotoxic positive control, the increases of LDH were not a result of plasma 

membrane damage induced by PBM and thus, not harmful to the cells [28]. This is further supported by 

the proliferative and viability assays performed.  

In conclusion, this study has indicated promising early osteogenic differentiation of immortalized 

ADMSCs using a combination of growth trans-differentiation inducers and PBM treatment. The results 

of this study suggest that both Green PBM and NIR-Green PBM possess the greatest potential for the 

differentiation of immortalized ADMSCs into osteoblasts as identified by the significant decrease of 

CD44 and CD166 protein markers, suggesting a loss of immortalized ADMSC stem-ness into 

osteogenic cell lineage and the identifiable changes in cell morphology into rounded cells characteristic 

of osteoblast cells. These findings further imply that Green PBM has the ability to prime immortalized 

ADMSCs for cellular differentiation into osteogenic cell lineages. However, further analysis such as 

early and late osteogenic protein marker characterisation, additional biochemical assays and genetic 

expression using Real Time-PCR and ELISA will offer confirmation of efficient immortalized ADMSC 

differentiation into osteoblasts via the aid of PBM treatment. 
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Abstract. Globally, cancer has been identified as one of the leading causes of death in both men 

and women. Breast cancer is the common type of cancer that affects women, and it is the second 

leading cause of cancer-related death. To completely eradicate cancer, multiple therapeutic 

options that target distinct disease processes must be applied. For many years, combination 

treatment has remained a therapeutic option for resistant cancers. In this research, we 

investigated the enhanced effect of zinc phthalocyanine tetrasulphonic acid (ZnPcS4) mediated 

photodynamic therapy by using Dicoma anomala methanol root extract in breast cancer cells. D. 

anomala root methanol extract and ZnPcS4 Photosensitizer (PS) was used to treat MCF-7 breast 

cancer cells at different concentrations (25, 50, and 100 μg/mL of D. anomala and 5, 10, 20, 40, 

and 60 μM of ZnPcS4) in photodynamic therapy (PDT) using a diode laser of 680 nm at 10 J/cm2 

fluency. After 24 h of treatment, MCF-7 cells were analyzed for possible morphological changes, 

adenosine triphosphate (ATP) proliferation, and lactate dehydrogenase (LDH) cellular 

cytotoxicity. ATP proliferation rates and LDH cytotoxicity were analyzed to determine the 

anticancer effects of D. anomala and ZnPcS4 mediated photodynamic therapy in monotherapy 

as well as in combination therapy. All experiments were performed 4 times (n=4) and results 

obtained were analyzed using SPSS statistical software version 27 at a 0.95 confidence interval. 

The outcomes from this study show that D. anomala significantly enhances the cytotoxic effects 

of ZnPcS4 mediated PDT in breast cancer cells. In monotherapy, D. anomala root extract induced 

MCF-7 cell death, while in combination with ZnPcS4, the plant extract significantly enhanced 

the PDT efficacy. Furthermore, the outcome from this research suggests the use of D. anomala 

root extract as a natural anticancer agent for the treatment of breast cancer.  

1. Introduction

Cancer is a condition characterized by the unregulated proliferation of tumor cells. Despite the invention

of new diagnostic, and treatment modalities, cancer has continued to be the leading cause of morbidity

and mortality in both males and females [1]. Breast cancer is the most common and frequently diagnosed

cancer in women. According to the 2020 GLOBOCAN report, the incidence rate of breast cancer is

expected to increase from 2.63 million cases in 2020 to 3.19 million new cases by 2040 [2]. However,

an increase in the incidence rate is attributed to many risk factors which may be intrinsic or extrinsic.

Examples of intrinsic factors include mutations and random error during deoxyribonucleic acid (DNA)

replication while extrinsic risk factors include radiation, chemicals, and smoking. There are various

treatment modalities employed in the treatment of breast cancer. These include chemotherapy,

immunotherapy, surgery, and radiotherapy. Although these therapies have been used in the treatment of

various cancers, they are also known to elicit different side effects [3]. The increased side effects have

led to the development of novel combination treatments [4].

Photodynamic therapy (PDT) is one of the emerging modalities that has shown potential in the 

treatment of various cancers such as breast cancer. This form of cancer therapy uses chemical 

compounds known as photosensitizers to initiate the generation of reactive oxygen species (ROS). When 

generated within tumor cells, ROS targets and induce oxidative stress of different organelles of the cells 

such as the nucleus, and the mitochondria [5]. In addition, many researchers are exploring the use of 

plant-derived anticancer compounds as a source of bioactive compounds as well as photosensitizers to 
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be used in the treatment of different forms of cancer. D. anomala is an African medicinal plant that has 

been used in the treatment of various ailments [4]. Photodynamic therapy and plant-derived bioactive 

compounds may induce tumor cell death through various mechanisms which might be autophagy, 

apoptotic, necrotic, and cell cycle checkpoint arrest [6]. Most cancer studies are now concentrating on 

combining one or two therapeutic modalities to maximize efficacy with less side effects [7]. This study 

is aimed at evaluating the enhanced anticancer effects of zinc phthalocyanine tetrasulphonic acid 

(ZnPcS4) mediated PDT with D. anomala on MCF-7 cancer cell line. 

2. Methodology

2.1.  Cell culture, and treatment 

A breast cancer cell line (MCF-7) (ATCC® HTB 22) used in this research was obtained from American 

Type Culture Collection (ATTC). MCF-7 cells were cultured in a T175 culture flask containing 

Dulbecco’s Modified Eagle’s Medium (DMEM), supplemented with 10% Fetal Bovine Serum (FBS), 

1% Amphotericin B, 1% Penicillin-streptomycin, and incubated at 37°C, 85% humidity, and 5% CO2. 

Experimental cells were seeded at a seeding density of 5 x 105 in 3.4 cm2 diameter culture plates. The 

IC50 for D. anomala plant extract was determined by treating cells with different concentrations of the 

extract (i.e., 25, 50, and 100 μg/mL), whereas IC50 concentration of ZnPcS4 was calculated following 24 

h treatment using 5, 10, 20, 40, and 60 μM concentrations of PS.  Photodynamic therapy experiments 

were performed using the IC50 concentrations of PS with a 680 nm laser diode at the fluency 10 J/cm2. 

2.2.  Cell morphology 

Morphological changes of the cells were evaluated after 24 h of treatment with different concentrations 

of D. anomala, and ZnPcS4 by using an inverted light microscope (Wirsan Olympus CKX 41). 

2.3.  Adenosine triphosphate (ATP) proliferation assay 

The CellTiter-Glo® 3D luminescence reagent (Promega, G968A) was used to determine cellular 

proliferation and the amount of ATP in viable cells. To initiate cell lysis, 50 μL of reconstituted reagent 

was added to an equal volume of cell suspension and thoroughly mixed. The mixture was later incubated 

in the dark at room temperature for 10 min. After 10 min incubation, ATP luminescence was read by 

using PerkinElmer, VICTOR NivoTM. 

2.4.  Lactate dehydrogenase (LDH) cytotoxicity assay 

Cyto Tox 96® Non-Radioactive Cytotoxicity assay (Promega, G179A) kit was used to measure the 

amount of cytosolic LDH released by cells with a damaged cell membrane. To estimate the levels of 

LDH, 50 μL of reconstituted reagent was added to an equivalent amount of cell suspension, mixed 

thoroughly, and incubated at room temperature in the dark for 30 min. The colorimetric mixture was 

read by using PerkinElmer, VICTOR NivoTM. 

2.5.  Statistical analysis 

MCF-7 passage numbers between 16 and 21 were used to conduct all experiments. All sets of 

experiments were performed four times (n=4). Throughout the study, all the mean values of 

experimental groups were compared with the mean value of untreated MCF-7 cells. One-way ANOVA 

was performed with the aim of determining statistical significance between the control and experimental 

groups at 0.95 confidence interval. Statistical significances between the control and experimental groups 

in graphs are shown as p <0.05 (*), p <0.01 (**), and p <0.001 (***). All statistics were analysed by 

using SPSS statistical software version 27. 

3. Results and discussion

3.1.  Morphological changes 

Morphological alterations in MCF-7 treated, and untreated cells are shown in Figure 1. Untreated MCF-

7 cells (Fig. 1 A) displayed no aberrant changes in morphology. MCF-7 cells that only received laser 

(10 J/cm2) treatment (Fig. 1 B) clearly suggests that laser alone does not have cytotoxic effects on MCF-
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7 cells. When compared to untreated cells, various concentrations (25, 50, and 100 μg/mL) of D. 

anomala treated cells (Fig. 1 C-E) showed significant morphological changes. On the other hand, cells 

that were treated with different concentrations (10, 20, 40, and 60 μM) of ZnPcS4 only (Fig. 1 F-J) 

displayed no morphological changes while cells that were treated with ZnPcS4 + laser (Fig. 1 K-O) 

demonstrated significant morphological changes when compared to the control cells. Cells that were 

treated with ZnPcS4 IC50 + laser (Fig. 1 P), D. anomala IC50 (Fig. 1 Q), D. anomala IC50 + laser (Fig. 1 

R), and ZnPcS4 IC50 + laser + D. anomala IC50 (Fig. 1 S) demonstrated changes in morphology when 

compared to untreated and laser only treated MCF-7 cells. Morphological changes observed 24 h post 

treatment include cell shrinkage, loss of membrane integrity, and cell detachment from culture plates. 

These morphological changes observed in the treatment groups of this study are suggestive of apoptotic 

activities.  

Figure 1. Morphological changes in MCF-7 cells after 24 h treatments. A) MCF-7 untreated cells; B) 

MCF-7 cells + laser; C) 25 μg/mL D. anomala; D) 50 μg/mL D. anomala; E) 100 μg/mL D. anomala; 

F) 5 μM of ZnPcS4; G) 10 μM of ZnPcS4; H) 20 μM of ZnPcS4; I) 40 μM of ZnPcS4; J) 60 μM of

ZnPcS4; K) 5 μM of ZnPcS4 + laser; L) 10 μM of ZnPcS4 + laser; M) 20 μM of ZnPcS4 + laser; N) 40

μM of ZnPcS4 + laser; O) 60 μM of ZnPcS4 + laser; P) ZnPcS4 IC50 + laser; Q)  D. anomala IC50; R)

D.. nomala IC50 + laser; S) ZnPcS4 IC50 + laser + D. anomala IC50.

3.2.   ATP proliferation assay 

The level of metabolic activity of cells was determined by measuring cellular ATP concentration. The 

CellTiter-Glo® 3D luminous assay was used to assess the ability of cells to proliferate. All metabolically 

active cells contain ATP, which is a marker for cell viability and proliferation. Studies showed that, ATP 

can initiate cell differentiation and proliferation [8]. The levels of ATP in MCF-7 cells only remained 

high as shown in (Fig. 2 A-C). In comparison to control cells, cells treated with D. anomala methanol 

root extract and ZnPcS4 mediated PDT demonstrated significant decrease in cellular proliferation. In D. 

anomala treatment model, all the three treatment groups demonstrated a significant decrease in ATP 

levels when compared to the untreated cells. The cells treated with increasing doses of D. anomala (25, 

50, and 100 μg/mL) showed a dose-dependent significant decrease in ATP levels (Fig. 2 A). On the 

other hand, ZnPcS4 alone treated cells showed no significant ATP levels. This suggests that ZnPcS4 

alone does not have cytotoxic effects when compared to ZnPcS4 treated cells that received laser (680 

nm) at 10 J/cm2. MCF-7 cells treated with increasing doses of ZnPcS4 (10, 20, 40, and 60 μM) showed 

a strong dose-dependent significance with p value < 0.001 when compared to untreated cells (Fig. 2 B). 

This suggests that the cytotoxicity effects of ZnPcS4 is dependent on the exposure of MCF-7 cells treated 
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4

with ZnPcS4 to a diode laser of 680 nm. In monotherapy, the two IC50 (D. anomala and ZnPcS4 mediated 

PDT) concentrations demonstrated a strong significance with p value (<0.001) when compared to the 

untreated cells that showed higher ATP levels as shown in Fig. 2 C. The combination of the two IC50 

(D. anomala and ZnPcS4 mediated PDT) showed a significant decrease in ATP levels when compared 

to the control group (Fig. 2 C). Metabolically active cells undergoing proliferation produce high levels 

of ATP. The major source of cellular ATP occurs in the mitochondria via different metabolic processes 

such as beta-oxidation [9]. ATP levels drastically drop in cells which are in the late stages of apoptosis. 

In most cases, this is due to the loss of mitochondrial activities and increased activity of ATP dependent 

proteolytic enzymes [10]. This suggests that all cellular metabolic activities are dependent on the 

synthesis of ATP. 

Figure 2. ATP proliferation effects of Dicoma anomala and ZnPcS4 on MCF-7 cells. a) MCF-7 control cells 

showed a highest ATP levels while D. anomala root extract-treated cells showed a significant decrease in ATP 

levels and IC50 established was 66.5 μg/mL. b) MCF-7 control cell, laser only treated and ZnPcS4 only treated 

cells showed a significant increase in ATP proliferation while ZnPcS4 treated and laser irradiated cells showed 

a significant decrease in ATP proliferation and the IC50 established was 37.7 μM. c) A decrease in ATP 

proliferation was observed in IC50 (D. anomala and ZnPcS4) treated MCF-7 cells as well as in combination of 

the two IC50 when compared to the control cells. The values depicted are mean plus or minus standard 

deviations (n=4). *p < 0.05, **p < 0.01, and ***p < 0.001 indicate significant differences between the control 

and experimental groups. 
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3.3 LDH cytotoxicity assay 

Lactate dehydrogenase (LDH) cytotoxicity assay is a colorimetric assay that determines cellular 

cytotoxicity by measuring the levels of LDH in a culture medium. LDH is an enzyme found in the 

cytoplasm of all living cells. It acts as a marker for cell membrane damage and is released into culture 

medium of cells undergoing apoptosis. In addition, the release of LDH into the culture media is directly 

proportional to the number of dead cells [6]. Cell membrane integrity of D. anomala and ZnPcS4 treated 

MCF-7 cells was measured by using PerkinElmer, VICTOR NivoTM. The control cells and laser only 

(10J/cm2) treated cells showed low levels of LDH when compared to cells that were treated with various 

concentrations of D. anomala and ZnPcS4 mediated PDT. D. anomala treated MCF-7 cells induced the 

release of higher levels of LDH when compared to the control cells and laser (10J/cm2) only treated 

cells. A dose-dependent significant increase in LDH levels was observed in D. anomala concentrations 

(25, 50, and 100 μg/mL) as shown in Table 1. In another experimental model, ZnPcS4 treated cells that 

did not receive laser showed less LDH levels when compared to ZnPcS4 treated cells that received laser 

(680 nm) at 10 J/cm2. This suggests that the cytotoxic effects of ZnPcS4 is dependent on concentration 

and exposure to laser light. MCF-7 cells that were treated with increasing doses of ZnPcS4 (10, 20, 40, 

and 60 μM) showed high release in LDH levels when compared to the control cells as shown in Table 

2. In monotherapy, the two IC50 (D. anomala and ZnPcS4 mediated PDT) concentrations provoked a

high release in LDH levels with a strong significance (p value <0.001) when compared to the untreated

cells. The combination of two IC50 (D. anomala and ZnPcS4 mediated PDT) showed a very strong

significant increase in LDH levels when compared to the control group as shown in Table 3.

Table 1: LDH levels after treatment with D. anomala. Standard error ± of mean. 

Groups LDH levels 
LDH positive control 

MCF-7 control 
D.. nomala (25 μg/mL)
D.. nomala (50 μg/mL)

D.. nomala (100 μg/mL)

1.004 ± 0.0220  
0.54775 ± 0.0179 
0.6035 ± 0.0084 * 

0.75975 ± 0.0013 *** 
0.88275 ± 0.0194 *** 

Table 2: LDH levels after treatment with ZnPcS4. Standard error ± of mean. 

Groups LDH levels 
LDH positive control 

MCF-7 control 
MCF-7 + Laser 

1.1027 ± 0.023 
0.556 ± 0.020 

0.5832 ± 0.014 
ZnPcS4 concentrations Dark Toxicity 680 nm Laser (10J/cm2) 

5 μM 
10 μM 
20 μM 
40 μM 
60 μM 

0.5585 ± 0.016 
0.5562 ± 0.020  
0.5662 ± 0.0186 
0.5585 ± 0.017 
0.564 ± 0.019 

0.669 ± 0.007 ** 
0.7935 ± 0.024 *** 
0.8487 ± 0.018 *** 
0.9745 ± 0.019 *** 
1.0362 ± 0.042 *** 

Table 3: LDH levels after treatment with ZnPcS4 IC50 and D. anomala IC50. Standard error ± of mean. 

Groups LDH levels 
LDH positive control 

MCF-7 control 
MCF-7 + Laser 
ZnPcS4 + Laser 
D.. nomala IC50

D.. nomala IC50 + Laser
ZnPcS4 IC50 + Laser + D. anomala IC50 

1.9147 ± 0.0156 
0.4625 ± 0.0177 
0.465 ± 0.0174 

0.6167 ± 0.0086 *** 
0.6287 ± 0.0166 *** 
0.6325 ± 0.0109 *** 
0.955 ± 0.0255 *** 
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4. Conclusion

Plants used in traditional medicine have been proven to have pharmacological properties and offer strong

therapeutics, making complementary medicine essential to the medical sector. In conclusion, Dicoma

anomala methanol root extract has demonstrated to have anticancer effects when administered in

monotherapy as well as in combination with zinc phthalocyanine tetrasulfonate (ZnPcS4) photosensitizer

mediated photodynamic therapy in MCF-7 breast cancer cells. Furthermore, the cell death mechanism

analysis will be warranted to explore the exact mechanisms of D. anomala in monotherapy as well as

the combination therapy. This combination might potentially lower the effective therapeutic dosages of

commercially prepared photosensitizers, lowering dose dependence in PDT. In drug development and

cancer research, many natural chemicals serve as lead anticancer compounds. However, scientific

validation is required for the discovery of anticancer properties in traditional medicinal plants and

natural products.
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Abstract. Metastatic Melanoma (MM) is highly aggressive and is among cancers causing major 

global deaths annually. It is imperative to find therapies that can eliminate MM and has become 

a major concern due to the potential for cancer relapse and metastasis, as well as the disease 

being accounted to be resistant to multiple forms of therapy. This in vitro study explores the 

effect of Photodynamic Therapy (PDT) using an Aluminium Phthalocyanine Photosensitizer 

(AlPcS4Cl) at 673 nm and a fluency of 5 J/cm2, in targeting Melanoma cells (A375). Dose 

dependent response of AlPcS4Cl was studied on both A375 and fibroblast (WS1) cell lines and 

the IC50 calculated from this. Significant post-irradiation signs of cell death were detected using 

microscopy and biochemical assays. An increased release of Lactate Dehydrogenase (LDH) 

content due to cytotoxicity with increasing doses of AlPcS4Cl was measured. Cell viability 

testing showed increased damaged cells taking up Trypan Blue Dye. The study suggested an 

effective treatment against Melanoma cells. Enhanced capabilities of PDT for MM could 

possibly be achieved through gold nanoparticle (AuNP) activated increased uptake of AlPcS4Cl 

photosensitizer, targeting their quiescent cancer stem cells.   

1. Introduction

Melanoma typically arises in the skin and is a malignant tumour of melanocytes that is highly life-

threatening with an increasing incidence worldwide [1]. Advanced or Metastatic Melanoma (MM)

treatment can be difficult as patients are highly prone to cancer relapse and disease progression despite

treatment due to developing resistance to treatment [2].

PDT uses the combination of a photosensitizer, intracellular molecular oxygen, and light for the 

destruction of cancer cells [3]. Phthalocyanines (PS) retain a vigorous absorbance near the infrared

region and maintain high chemical levels in tissue and photo-stability with deeper tissue region in vivo 

activation [4]. Additional properties are longer absorption wavelengths in the region of 650–750 nm 

with high extinction coefficients, and elevated singlet oxygen quantum yields [5].  

Intracellular localisation of a PS into targeted cells is one of the factors that determine the success of 

PDT as it assists in establishing the system and effectiveness of photo-induced cell death [6].  The 

localisation of a PS in the mitochondria commonly initiates apoptosis due to the high levels of ROS 

production as the mitochondria are sites of high oxygen levels and cytochrome c which causes the 

activation of caspases [7,8]. Lysosomal PS localisation leads to the leakage of catalytic hydrolases such 

as cathepsin D post PDT and membrane destabilisation [9], while in the endoplasmic reticulum (ER) 

implications are calcium instability and the accumulation of misfolded proteins [10]. 

2. Methods and materials

2.1. Cell culture and maintenance 

Human Malignant Melanoma cell line A375, commercially purchased from the European Collection of 

Authenticated Cell Cultures (ECACC no: 88113005), was grown in a complete liquid medium DMEM 

(Dulbecco’s Modified Eagle Medium). Fibroblast WS1 cells, obtained from the American Type Culture 

Collection (WS1, ATCC®, CRL-1502™), were grown in a complete liquid medium MEM (Minimum 

Essential Medium) and both cell lines were incubated at 37°C, 5% CO2 and a humidity of 85%. Cell 
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confluent monolayers were detached and cellular suspensions seeded at 5 x 105 in 3.4 cm diameter cell 

culture dishes and incubated for a further 24 hours to adhere to the surface.  

2.2. Aluminium phthalocyanine and irradiation dose response 

A low-intensity diode laser (Oriel Corporation, USA, LREBT00-ROITHI) emitting at a wavelength of 

673 nm, fluency 5 J/cm2 supplied by the National Laser Centre of South Africa was used for this study. 

Cells were incubated for 4 hours with different AlPcS4Cl concentrations (dose 1: 4 µM, dose 2: 10 µM, 

dose 3: 15 µM, dose 4: 20 µM) and controls. Post-irradiation signs of cell death were determined after 

24 hours of incubation. The lowest inhibitory concentration (IC50) was established for A375 through 

calculation, using biochemical assay data. 

2.3. Post-irradiation analyses  

Cellular morphological changes were observed at 200× magnification using an inverted microscope 

(Wirsam, Olympus CKX41) with an attached digital camera.  

A Lactate dehydrogenase (LDH) kit (CytoTox96® Non-Radioactive Cytotoxicity Assay - Promega 

G1780) was used for cytotoxicity determination. The LDH excreted from the cytosol into the cell culture 

media upon membrane destruction was evaluated by measuring the calorimetric compound 

spectrophotometrically at 490nm using a microplate reader (Perkin Elmer, Victor3). 

Trypan blue dye viability exclusion assay measured the percentage of viable cells present in the 

categorised cell suspensions. Equal parts of 0.4% (w/v) trypan blue dye (Invitrogen, Trypan Blue Stain 

Thermo Fisher-T10282) was added to cell suspensions and counted on an automated cell counter. 

2.4. Subcellular localisation of AlPcS4Cl PS in A375 cells 

A375 cells seeded at 2.5 x 105 cells/ml were incubated with added AlPS4Cl PS for 4 hours in the dark 

for PS localisation. Post incubation and washing with PBS (Phosphate-buffered saline), cells were 

stained with an ER-tracker, Mitotracker, and Lysotracker for each respective group. Cells were washed 

with PBS and counterstained with 4ʹ-6-diamidino-2-phenylindole (DAPI). After washing again with 

PBS, coverslips were mounted onto slides and viewed for PS organelle localisation under a fluorescent 

microscope.     

2.5. Statistical analysis 

Graphs represent the mean, and standard error of biochemical assays using Sigma Plot version 14.0. The 

Dunnett’s method was used for non-normally distributed data, whereas the one-way analysis of 

variances (ANOVA) was used for normally distributed data. These tests were used to determine the 

significant difference between control and experimental groups where values in the 95% confidence 

interval (p < 0.05*, p < 0.01** or p < 0.001***) were accepted as statistically different. 

3. Results and discussion

3.1.  Light microscopy cell morphological changes 

Dark toxicity WS1 and A375 cells, denoted as C - F in Figure 1 and 2 respectively, that received doses 

5 µM – 20 µM AlPcS4Cl photosensitizer alone without laser irradiation did not display significant 

morphological changes. This group resembled that of the cells only control group that received no 

treatment, shown in A. No morphological changes were seen in B, indicating irradiation of cells alone 

had no effect. Cells that received doses 5 µM – 20 µM PS and laser suggested morphological changes 

with increasing doses; however, non-significant cell death was seen in WS1 cells receiving dose 20 µM. 

A375 cells in Figure 2: J were noted to show the most significant cytotoxic effects. Signs of blebbing, 

vacuolisation, and cell shrinkage could be seen. 
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Figure 1. Morphological analysis post 

irradiation of WS1 cells at 200x magnification: A 

- Cells only; B - Cells + irradiation; C - Cells +

AlPcS4Cl dose 1 (4 µM); D - Cells + AlPcS4Cl dose

2 (10 µM); E - Cells + AlPcS4Cl dose 3 (15 µM); F

- Cells + AlPcS4Cl dose 4 (20 µM); G - Cells +

AlPcS4Cl dose 1 (4 µM) + PDT; H - Cells +

AlPcS4Cl dose 2 (10 µM) + PDT; I - Cells +

AlPcS4Cl dose 3 (15 µM) + PDT; J - Cells +

AlPcS4Cl dose 4 (20 µM) + PDT.

Figure 2. Morphological analysis post irradiation 

of A375 cells at 200x magnification: A - Cells 

only; B - Cells + irradiation; C - Cells + AlPcS4Cl 

dose 1 (4 µM); D - Cells + AlPcS4Cl dose 2 (10 

µM); E - Cells + AlPcS4Cl dose 3 (15 µM); F - 

Cells + AlPcS4Cl dose 4 (20 µM); G - Cells + 

AlPcS4Cl dose 1 (4 µM) + PDT; H - Cells + 

AlPcS4Cl dose 2 (10 µM) + PDT; I - Cells + 

AlPcS4Cl dose 3 (15 µM) + PDT; J - Cells + 

AlPcS4Cl dose 4 (20 µM) + PDT.  

3.2.  Cytotoxicity 

A non-significant increase in LDH was observed for dose dependant dark toxicity groups for both WS1 

and A375 cell lines, indicating that AlPcS4Cl PS dispensation to cells without light exposure has no 

cytotoxic effects. WS1 treatment groups showed no statistically significant results as seen in Figure 3. 

Treatment groups for A375 cells as seen in Figure 4, with doses 4, 10, 15 and 20 µM indicated 

statistically significant results of p < 0.001 (***). 

Figure 3. Post-irradiation cytotoxicity analysis on WS1 using LDH assay for control, treatment, and 

dark toxicity cell groups with increasing AlPcS4Cl dose and laser irradiation at 673nm, fluency: 5 J/cm2. 

No significant results from sample groups. 
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Figure 4. Post-irradiation A375 cells LDH cytotoxicity analysis for control, treatment, and dark toxicity 

cell groups with increasing AlPcS4Cl dose and laser irradiation at 673nm, fluency: 5 J/cm2. A high 

significance of p < 0,001 (***) was established from treatment doses 4, 10, 15 and 20 µM.

3.3.  Cellular viability 

Trypan blue dye viability exclusion assay showed no statistically significant results for WS1 treatment 

group cells when compared to the control in Figure 5. This suggested that PDT was non-lethal at these 

doses. Treatment groups were compared to cells only (control) and cells with laser only groups that 

showed a high viability count. The dark cytotoxicity group showed insignificant decreased in viability 

for cells subjected to the dose of 15 µM. Significant results for A375 (Figure 6) cells when collated 

against the control were p < 0.05 (*) for the treatment group cells at doses 4 µM and p <0,01 (**) for 

dose 15 µM and 20 µM. The A375 dark toxicity group showed no significant decrease in viability. 

Figure 5. WS1 Trypan blue dye viability exclusion assay results for control, treatment and dark toxicity 

groups of increasing AlPcS4Cl dose and laser irradiation at 673nm, fluency: 5 J/cm2. No significant 

results were noted. 

Figure 6. A375 Trypan blue dye viability exclusion assay results for control, treatment and dark toxicity 

groups of increasing AlPcS4Cl dose and laser irradiation at 673nm, fluency: 5 J/cm2. Significant results 

were noted for dose 10 µM: p <0,05 (*), dose 15 µM, and 20 µM: p <0,01 (**). 
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3.4.  IC50 Calculation 

The lowest inhibitory concentration (IC50) was established by calculations, using data from the Trypan 

Blue viability biochemical assay conducted. The optimal IC50 concentration of AlPcS4Cl after PDT 

treatment that induced approximately 50% cytotoxicity was found to be 35 µM. 

Figure 7. Trypan Blue viability IC50 calculation: 35,01385 µM. 

3.5.  Subcellular Localisation of AlPcS4Cl in A375 cells 

Findings in Figure 8 suggest that there is passive uptake and localisation of AlPcS4Cl PS in the 

mitochondria and lysosomes of cultured A375 cells. Intermediate yellow-orange is seen in image D and 

H, where the merged green fluorescence from the mitochondrion and red fluorescence from the PS are 

seen overlapping. No overlapping is seen for the ER in image L which fluoresces blue-white when 

merged with the PS that fluoresces red. 
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Figure 8. Subcellular localisation live cell imaging of AlPcS4Cl PS in A375 

cells: A, E, I - Control stained blue with DAPI (nuclei); B, F, J -  Mitochondrion/ 

Lysosome fluoresces green and ER fluoresces blue-white (FITC); C, G, K - 

AlPcS4Cl fluoresces red (A594). (200x magnification). 

4. Conclusion

The efficiency of AlPcS4Cl PDT on A375 cells was realised through the successful cellular uptake and

accumulation of the PS in the mitochondria and lysosomes with subsequent tumour cell cytotoxicity.

The cell viability and cytotoxicity study results attained from treated A375 cells demonstrated a decrease
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in cell viability with an IC50 of 35 𝜇M dose of AlPcS4Cl irradiated at 673 nm with fluency of 5 J/cm2. 

An increasing dose concentration of the PS renders high phototoxicity for the in vitro PDT of melanoma 

A375 cells. Cell death or cytotoxic indications were not observed from the WS1 cells, those treated with 

PS doses and incubated in the dark as well as those without PS treatment exposed to laser irradiation. 

Characteristics of a good photosensitizing agent are denoted to have no dark toxicity, (Zeng et al., 2011). 

This can be attributed to AlPcS4Cl, which may however show toxicity to WS1 fibroblast (normal) cells 

at higher dose concentrations. Moreover, the results have indicated an idea on the dose optimization of 

AlPcS4Cl PS and agents that can deliver targeted therapy to accomplish future research objectives. 

Strategies developing and enhancing multiplex photosensitizer drug targeting systems that will deliver 

desired concentrations only in precisely targeted cells are progressing with an alarming interest. 
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Abstract. Despite advances in cancer treatment, lung cancer remains one of the leading causes 

of cancer deaths worldwide. Lung cancer can spread through the blood and lymphatic systems, 

as well as infiltrate healthy tissues underlying the lung, resulting in both distant and local 

metastasis. The most common causes of death are cancer metastasis and the threat of secondary 

tumours. The ability of cells to invade, which is largely controlled by cell motility, is an 

essential aspect of metastases. Photodynamic therapy (PDT), a minimally invasive cancer 

treatment, is based on the concept of light stimulation of a photosensitizing agent at a certain 

wavelength, which, combined with an optimum energy density of light activation, induces the 

photosensitizer (PS) to reach their triplet state, where oxidants causing tumour cell death can 

form in the presence of molecular oxygen. Due to their physicochemical and optical properties, 

gold nanoparticles have been shown to improve the effectivity of PDT by increasing the 

loading potential of the PS within cancer cells, are biocompatible and non-toxic, and give 

improved permeability and retention. The use of gold nanoparticles in nano-mediated PDT has 

been shown to cause lung cancer cell death. Several physiological studies, including migration, 

cell cycle analysis and the extracellular matrix cell invasion assay were carried out in this study 

to determine whether PDT using a gold nano sensitizer inhibits lung cancer migration and 

invasion. The results show that nano mediated PDT treatment of lung cancer inhibits lung 

cancer migration and invasion, causes cell cycle arrest, and reduces lung cancer proliferative 

abilities, elaborating on the efficacy of nano mediated PDT treatment of lung cancer. 

1. Introduction

Lung cancer continues to be the top cause of cancer death globally, with an estimated 1.8 million

fatalities [1]. Despite considerable diagnostic and therapeutic improvements, overall survival remains

poor. About 70% of lung cancer patients have advanced-stage illness, which contributes to its high

death rate [2]. Cancer metastasis is the spread of cancer cells to different organs and tissues, as well as

the creation of new tumours [3]. Lung cancer treatment options vary based on the cancer's stage, size,

and location in the lung. Treatment is also based on whether the cancer has spread and the patient's

general condition. However, most conventional lung cancer treatments have drawbacks [4].

Photodynamic therapy (PDT), is a non-invasive, sophisticated technique of cancer treatment that is 

generally conducted as an outpatient operation [5]. PDT is founded on the notion of a 

photoexcited photosensitizer (PS) interacting with oxygen to create oxidants, resulting in the death of 

tumour cells. PDT follows a Type I and Type II mechanism. In type I interactions, the PS interacts 

with biomolecules in its excited triplet state, exchanging hydrogen atoms through the radical process. 
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It produces free radicals and radical ions, which combine with oxygen to produce reactive oxygen 

species (ROS). Triplet–triplet annihilation is the basis for Type II reactions. The excited PS interacts 

with oxygen resulting in the formation of reactive and cytotoxic singlet oxygen [6]. The PS’s 

characteristics affects its pharmacokinetics and biodistribution allowing for either selective 

accumulation and/or selective retention preferentially in cancerous cells [7]. PDT advantages over 

conventional therapy includes repeatability, decreased adverse effects, no PDT-related morbidity or 

mortality, bio interactivity and compatibility and low cost [8]. Aluminium (III) Phthalocyanine 

Chloride Tetra sulphonate (AlPcS4Cl) has been extensively studied and proven to be a PS with 

excellent PDT properties including high molar absorption coefficient in the red to NIR spectrum [9]. 

Its sulphate functional groups allow for thermal stability and solubility, along with increased oxidant 

production [10], is amphophilic and has little or no dark toxicity [9]. 

There is still opportunity for development in PDT by improving PS delivery and making the PS 

target selective. Incentives for using nanoparticles (NPs) include their polydispersity, stability, and 

biocompatibility. Gold nanoparticles (AuNPs) have exact physicochemical and optical characteristics, 

are biocompatible and non-toxic, and have increased permeability and retention (EPR) [11]. AuNPs 

loaded with AlPcS4 can enhance PS binding affinity and tumour selectivity, as well as EPR-induced 

singlet oxygen generation. It also inhibits non-specific protein binding through PEGylation of AuNPs 

[12]. In this study we aimed to evaluate whether nanoPDT, using a gold nano sensitizer, inhibits lung 

cancer metastatic abilities. 

2. Materials and methods

2.1.  Cell culture 

Complete media composed of Rosewell Park Memorial Institute 1640 medium (RPMI), supplemented 

with 10% foetal bovine serum and antibiotics consisting of 0.5% penicillin/ streptomycin and 0.5% 

amphotericin B were used to grow lung cancer cells (A549; ATCC® CCL-185™). Cells were placed 

in a humidifying incubator set at RH 85%, 37°C and CO2 of 5%. 

2.2.  Photodynamic treatment 

An AlPcS4Cl-goldnano bioconjugate was used where the PS using a predetermined [IC50] 

concentration of 20 µM AlPcS4Cl (Frontier Scientific, AlPcS-834) [13] was adsorbed onto 20 ppm 

AuNP-PEG-COOH (Sigma-Aldrich, 765465) [14]. The cells were divided into four experimental 

groups, a control receiving no treatment, cells receiving photobiomodulation (PBM)/ irradiation alone, 

PDT and nanoPDT groups. The cells were irradiated with a 660 nm Light Emitting Diode (LED) plate 

illuminator, using the Keithley 2200-32-3 power supply (PSU). To eliminate nuisance variables, all 

experiments were done in the dark at ambient temperature. The parameters of irradiation are listed in 

Table 1 below. 

Table 1. LED well plate illuminator parameters. 

ʎ nm V (volts) A (amps) Power (mW) Intensity (mW/cm2) Fluence (J/cm2) 

659.4 22.913 3.02 33.130 117.17 10 

2.3.  Migration 

The migration of cells was determined using the 'central scratch' technique. Cells were grown 

overnight in 6-well cell culture plates and incubated. A central scratch was made using a sterile P-200 

pipette tip prior to irradiation. At 0, 24, and 48 hours after irradiation, migration was examined using 

an inverted light microscope (Wirsam, Olympus CKX41) and captured using a SC30 Olympus 

Camera. 
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2.4.  Cell cycle analysis 

DNA content was quantified using flow cytometry as a measure of cell cycle. Cells were fixed using 

70% ethanol and washed, followed by treatment with 50 µl RNase (stock 100 µg/ml) and stained with 

200 µl Propidium iodide (PI) (stock solution 50 µg/ml). For analysis using a flow cytometer (BD 

Accuri Flow Cytometer C6) the cell population was gated and applied to a scatter plot, where the 

gated samples were then applied to a PI histogram plot describing the cell phases. 

2.5.  Proliferation and Toxicity 

The effect of PDT and nanoPDT on the metabolism of lung cancer cells was evaluated by the quantity 

of ATP present in the cells following treatment. Intracellular ATP was quantified using a Multilabel 

Counter (Perkin Elmer, VICTOR3TM, 1420) in conjunction with the CellTiter-Glo® luminous cell 

proliferation assay (Promega, G7570). To ascertain the degree of toxicity, the quantity of LDH 

produced from cells because of membrane damage and cell death was determined. Where formazan 

generation was determined using a multilabel counter at 490 nm, the CytoTox96® nonradioactive 

cytotoxicity assay (Promega, G400) was employed. 

3. Results

3.1.  Migration 

The scratch test is conducted by creating a "scratch" in a monolayer of cells and photographing the 

cells at the start and at regular intervals throughout cell migration as the scratch closes. Figure 1 shows 

the migration of lung epithelial carcinoma cells (A549) at 0, 24 and 48 hours post PDT treatment. 

Untreated a) control cells and b) cells receiving PBM show a similar trend in migration where the cells 

move towards the central scratch and the cell density increases. Cells treated with c) PDT and d) 

nanoPDT show a decreased migration rate and were not able to close the scratch over time, where 

dead cells and cell debris were seen floating in the culture medium due to cell arrest. 

Figure 1. Migration of lung epithelial carcinoma cells (A549) at 0, 24 and 48 hours post PDT treatment. 
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3.2.  Cell cycle analysis 

The cell cycle phases were identified by quantifying cellular DNA. The cell cycle is a multiple process 

during which cells proliferate. It consists of the gap 1, or G1, stage where cells mature. The S phase 

where the cell copies its DNA, the G2 phase where cells prepare to divide and does DNA checks and 

the M phase where cells undergo mitoses. Cells can also move in to the G0 phase indicative of cell 

cycle arrest or cell death. Results in figure 2 show that the a) control cells and b) PBM treated cells are 

predominantly in the G1 and S phase. Whereas c) PDT treated samples show many cells entering G0, 

where the percentage of cells in G1 decreased, as well as the cells moving out of S phase. Cell treated 

using d) nanoPDT shows an even greater cell cycle arrest with no cells seen in S phase and less cells 

in G1, compared to PDT. 

Figure 2. Cell cycle analysis through DNA quantification of lung epithelial carcinoma cells (A549) 

24 hours post PDT treatment. 

3.3.  Proliferation and toxicity 

Cell proliferation was measured using ATP luminescence in relative light units and cytotoxicity was 

measured as the amount of LDH leakage caused by membrane damage and cell death, where it was 
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read using an absorbance of 490 nm. Proliferation results (figure 3 a) show that control cells and PBM 

treated cells had an increased proliferation rate with PBM cells having a significant increase in 

proliferation. Cells treated with PDT and nanoPDT had a significant decrease in proliferation 

compared to the control and cells treated with PBM alone. There is a slight decrease seen in cells 

treated with nanoPDT compared to PDT, however this decrease is not significant. Cytotoxicity results 

(figure 3 b) show that control cells and PBM-treated samples released little LDH into the environment, 

cells treated with PDT and nanoPDT both released significant amounts of LDH. Additionally, 

nanoPDT treated samples show a higher increase in LDH release when compared to PDT-treated 

samples. 

Figure 3. Proliferation and cytotoxicity of lung epithelial carcinoma cells (A549) 24 hours post PDT 

treatment. 

4. Discussion and Conclusion

Considering lung cancers ability to metastasize, cancer treatments need to be effective at reducing cell

motility and their proliferative abilities, which can reduce cancer relapse and enhance prognosis. The

interruption of normal biological function followed by disseminating tumour cells causes mortality

and morbidity in individuals with cancers. Cancer metastasis is thought to be caused by tumour cell

motility. The importance of tumour cell migration in metastatic development has been demonstrated

experimentally and empirically through fundamental and clinical studies. Cell motility is seldom

targeted clinically, and adjuvant treatment to prevent cancer cell spread is severely restricted [15]. The

purpose of this study was to determine the effect of nanoPDT on lung cancer cells. NanoPDT was

shown to limit migration because of cell death. Cancer cells must be both proliferative and invasive to

infiltrate and metastasize. Whereas lung cancer's proliferative, invasive, and migratory properties are

correlated to the cell cycle phase they are in [16].  Cancer cell cycle arrest in the G1 phase is required

for cell invasion [17] and cells in the S phase are indicative of proliferative activity [18]. Cells that are

in the G0 phase or are senescent are unable to begin the cycle due to DNA damage and self-

destruction [19]. NanoPDT, more than PDT, induces lung cancer cell cycle arrest, in which cells exit

the G1/S stages of invasion and proliferation and enter irreversible G0 owing to DNA damage and

degradation. The regulatory criteria for cancer treatment include the need that the drug be cytostatic,

producing antiproliferation and toxicity in the cancer, as research indicates that therapy-induced

senescence offers a unique functional target that may enhance cancer therapy [20]. The results of this

study suggest that nanoPDT is an effective cytostatic treatment for lung cancer cells, as demonstrated

by a significant reduction in proliferation and an increase in toxicity. In conclusion, the impacts of

PDT and nanoPDT on lung cancer cell motility demonstrated substantial reductions in cell migration

and proliferation, an increase in cell cycle arrest, and a large rise in membrane damage, all of which
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facilitated lung cancer cells' anti-metastatic capacities. In general, nanoPDT demonstrated increased 

anti-metastatic activity. 
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Abstract. We present a study on the kinematics and star formation histories of
brightest cluster galaxies (BCGs) in a sample of clusters over a 3.4 Gyr time period (0.3
< z < 0.8). We analyze the spectroscopic data of Brightest cluster galaxies Evolution
with AdvACT, MeerKAT and SALT (BEAMS) BCGs observed on the Southern African
Large Telescope (SALT). We focus on stacking the clusters as a function of redshift, to
increase the signal-to-noise ratios. We fit the stacked BCG spectra using full-spectrum
fitting to measure kinematics and stellar populations, from which star formation histories
can be inferred. For the example stack that we present here it is found to have ages in
the range 2.74 - 9.12 Gyr, and metallicities in the range -1.17 < [Z/H] < 0.06 depending
on the model used. The spectra also indicates the presence of a younger component
although with varying contribution, depending on the model used. The results are highly
dependent on the stellar models and libraries chosen, emphasising the need to fit multiple
models and interpret their difference.

1. Introduction
Brightest cluster galaxies (BCGs) are the most massive and luminous galaxies in the
Universe. A typical BCG is located near the centre of its parent cluster and well-aligned
with the cluster galaxy distribution suggesting that it lies at the bottom of the cluster’s
gravitational potential well [4, 9]. Their origin and evolution is intimately linked with
the evolution of their host cluster, and therefore can provide direct information on the
formation and history of large-scale structures in the Universe.

BCGs Evolution with AdvACT, MeerKAT and SALT (BEAMS)1 is a new spectroscopic
survey of BCGs in massive clusters detected by the Advanced Atacama Cosmology
Telescope (AdvACT). The goal is to trace the evolution of Active galactic nucleus (AGN)

1 BEAMS - https://acru.ukzn.ac.za/~beams/
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feedback (both radio and quasar mode), stellar populations, and the growth of central
galaxies in clusters over a 3.4 Gyr time period (0.3 < z < 0.8). The clusters are detected
using the redshift-independent Sunyaev-Zel’dovich (SZ) effect [13, 14], and the targets are
selected from within the Dark Energy Survey (DES) [12] footprint which ensures excellent
quality deep imaging.

A fraction of the BCGs exhibit recent star formation and therefore have evolutionary
histories that are in stark contrast with the conventional expectation that giant elliptical
galaxies in the cluster environment are all quiescent, passively evolving, ‘red and dead’
systems [2, 8]. We are particularly interested in the star formation histories of the BCGs,
and we investigate full-spectrum fitting to derive the stellar populations, first on single
BCG spectra, and then on BCG spectra stacked in redshift bins. Here we describe some
preliminary results from the BEAMS project.

2. Optical spectroscopy and data reduction
2.1. The cluster sample
The AdvACT SZ cluster survey is a sample of > 4000 optically confirmed clusters with
both spectroscopic and photometric redshifts [6, 7]. The data in this study utilise a large
sample of BEAMS optical selected clusters, with a well-defined selection function that
is relatively independent of cluster mass across a wide range of redshifts. The following
selection criteria were used to select a sample of clusters to be observed with SALT (2019-
1-LSP-001, PI: Matt Hilton):

(i) firstly, a signal-to-noise ratio (S/N) > 5σ cut was made in the AdvACT SZ detection
significance;

(ii) restricted the redshift range to 0.3 < z < 0.8;

(iii) the clusters are required to be within the footprint of DES.

Of the 186 clusters satisfying these criteria, 89 of them have been observed on the Robert
Stobie Spectrograph (RSS) using the longslit spectroscopy mode over a period of three
observing semesters.

2.2. Data reduction and the BCG slit
The data reduction was performed with the RSSMOSPipeline2 [6], including wavelength
calibration, and extraction of one dimensional (1D) spectra. The slit was positioned to
observe more than one galaxy, and we needed to identify which of the extracted 1D spectra
contained the BCG. The identification of the BCG slit was made via a visual inspection
of the DES imaging with the aid of finder charts and region files. In Figure 1 given as
an example, the long-slit data contains spectra for four galaxies. The BCG is located at
the centre of the finder’s chart where the green vertical and horizontal lines meet (see Fig.
1b), overlaying the region file on the DES imaging allowed us to approximate the slit that
had the BCG. The BCG given in this example corresponds to the 1D spectra marked “slit
2”. This process was repeated for all clusters in the survey.

2 https://github.com/mattyowl/RSSMOSPipeline
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(a) (b)

Figure 1: (a) DES cluster image of ACT-CL J0014.0+0227 (z = 0.337). The BCG is
circled in red. (b) SALT finder chart of J0014.0+0227, used in the identification process
of the BCG. The green slit lines (not shown to scale) is the region file of J0014.0+0227,
used in the identification process of the slit in which the BCG is located. The BCG is this
scenario was in slit 2.

3. Spectral analysis
We used Penalized Pixel-Fitting (PPXF)3 [1, 16] to find the stellar kinematics (velocity,
V, and line-of-sight velocity dispersion, σ) and to measure any emission lines present. We
first attempted to fit model spectra to the spectra of individual BCGs. In Figure 2, we can
see that the S/N is too low, as PPXF struggled to fit the model spectra and the kinematics
measured were not accurate. We used χ2 statistics to determine the best fitting template.

In order to make improvements in the fit to the model spectra and to make accurate
measurements of kinematic properties we stacked the spectra of BCGs of similar redshifts
(see Figure 3), using SPECSTACK 4 [15]. The BCGs were firstly grouped into five groups,
these were 0.3 ≤ z < 0.4, 0.4 ≤ z < 0.5, 0.5 ≤ z < 0.6, 0.6 ≤ z < 0.7 and 0.7 ≤ z <
0.8 and from these groups so-called “stacking groups” were derived by taking BCGs with
redshift at ±0.05 of each other. The stacked spectra varied from 3 spectra to as much as 7
spectra per stacking group. From using SPECSTACK we can observe that the model fit
to the spectra is much improved (see Figure 4), and thus the various measurements can
be made more accurately, such as the velocity dispersion.

We use Fitting iteratively for relative likelihood analysis (FIREFLY)5 [3, 5, 10, 11, 17] to
fit the stacked spectra in order to derive the stellar population properties of BCGs (i.e.,

3

4

5

https://www-astro.physics.ox.ac.uk/~mxc/software/

https://specstack.readthedocs.io/en/latest/

https://www.icg.port.ac.uk/firefly/
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Figure 3: Stacked spectra of ACT-CL J0257.7-2209, ACT-CL J0405.9-4915 and ACT-CL J0014.0+0227
at z = 0.323, 0.325 and 0.337. The black line represents the stacked spectra. Green, orange and cyan are
the three individual spectra that were stacked together. The blue line at the bottom is the residual.

age, metallicity and dust extinction).
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Figure 4: Stacked spectra model fit. The grey lines represent the masked regions of the
“SALT chip gaps” in order to improve the model fit of the spectra. The red line is the
pPXF fit for the stellar component, while the orange line is a fit to the gas emission lines
The green symbols at the bottom are the fit residuals, while the blue lines is the gas only
best-fitting spectrum.

4. Results
We show preliminary results from the FIREFLY analysis of the stacked spectra of ACT-
CL J0257.7-2209, ACT-CL J0405.9-4915 and ACT-CL J0014.0+0227 as an example. We
fit different libraries, i.e., the MaStar library [11] and the M11 library [10] together
with different initial mass functions (IMFs). This is done to quantify the systematic
uncertainties on the ages and metallicities measured using different stellar population
model ingredients. The M11 library contains the MILES and STELIB models. The
MILES model has spectra of 985 stars with a wavelength range of 3500 - 7430 Å covering
most evolutionary stages based upon what can be expected to exist in our Galaxy at all
metallicities down to [Fe/H] ∼ -2.0 [10]. The STELIB model has spectra of 249 stars
with a wavelength range of 3200 - 9300 Å, most spectral types and luminosity classes are
included, with a fair coverage in metallicity. The MaStar library comprises of ∼ 9000, high
S/N spectra, and has the E-MaStar and Th-MaStar models both models have a wavelength
range of 3621.6 - 10352.3 Å[11].

We show for example the results from the E-MaStar model (see Figure 5) given here for
the Kroupa (KR) IMF, STELIB model (see Figure 6) given here for both the KR and
Salpeter (SS) IMFs and the MILES model (see Figure 7) given here for the KR IMF. For
the STELIB model both IMFs show that the stacked spectra has an average age of 6.02
Gyrs and a metallicity of 0.05 dex. The MILES model for the SS IMF showed an age of
9.08 Gyrs and a metallicity of -1.08 dex and for the KR IMF an age of 9.12 Gyrs and
metallicity of -1.01 dex. The E-MaStar produced an age of 3.82 Gyrs and a metallicity of
-1.16 dex for the SS IMF and for the KR IMF an age of 2.74 Gyrs and a metallicity of
-0.82 dex.
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(a) (b) (c)

Figure 5: E-MaStar model. (a) The fitted spectra (b) Lookback time (age) (c) and the
metallicity of the stacked spectra. The orange line represents the FIREFLY best fit. In
(b) it can be seen that this stacked spectrum can be fitted by two stellar components (a
young ∼5 Gyr component, and a much younger stellar component).

(a) (b) (c)

Figure 6: STELIB Model (a) The fitted spectra, (b) Lookback time (age) (c) and the
metallicity of the stacked spectra. The orange line represents the FIREFLY best fit. In
(b) it can be seen that this stacked spectrum can be fitted by three stellar components (an
old ∼13 Gyr component, a bigger and much young stellar component and a much smaller
younger stellar component).

(a) (b) (c)

Figure 7: MILES model (a) The fitted spectra, (b) Lookback time (age) (c) and the
metallicity of the stacked spectra. The orange line represents the FIREFLY best fit. In
(b) it can be seen that this stacked spectrum can be fitted by two stellar components (an
old 10 Gyr component, and a much smaller, younger stellar component).
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5. Conclusions
We investigate the kinematics and star formation histories in BCGs drawn from the
Advanced Atacama Cosmology Telescope (AdvACT) Sunyaev–Zel’dovich (SZ) cluster
survey at redshift 0.3 < z < 0.8. From the preliminary results, we observe that single
BCG spectrum does not have enough S/N to fit with spectral fitting software (i.e., PPXF
and FIREFLY) as the fit fails. We use SPECSTACK to stack spectra in redshift bins
to achieve enough S/N. We measure stellar kinematics with PPXF. We measure stellar
populations using FIREFLY for different models, stellar libraries and IMFs to determine
the ages and metallicies of the stacked spectra (and systematic errors). For the example
stack that we present here we find that the MILES model is a poorer fit compared to the
other two based on the continuum level. The STELIB and E-MaStar models both give
‘intermediate’ age stellar components and indicate the presence of a younger component
(although with varying contributions). The results are highly dependent on the stellar
models and libraries chosen, emphasising the need to fit multiple models and interpret
their differences. Stacking spectra enables us to investigate BCG evolution with redshift.
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Abstract. The Madala (or 2HDM+S) model was introduced to explain several anomalies
observed at the Large-Hardon-Collider. This model introduces an extra Higgs doublet (2HDM)
and an additional scalar boson S. Furthermore, a dark matter candidate can be accomodated,
coupling to the standard model via the S boson. Using the 2HDM+S dark matter parameter
space previously found to fit the AMS-02 cosmic ray, and Fermi-LAT gamma-ray excesses we
make synchrotron emission predictions and compare it with radio observations in variety of
targets. The regions of interest for the predictions are M31 (or Andromeda galaxy) as well as
the Coma and Ophiuchus galaxy clusters. The 3σ exclusion limits produced in this work do not
exclude the Madala model that best fits the cosmic-ray and gamma-ray excesses.

1. Introduction
Madala model extends the Higgs-sector of the standard model (SM) by introducing bosons
heavier than the SM Higgs boson h. The bosons introduced are the Madala boson H and a
Higgs-like scalar mediator S. Parameters of the model are fixed such that mH = 270 GeV ,
mS = 150 GeV and assuming the dominance of the decay mode H → Sh, SS [1]. In essence the
model was postulated to explain the anomalous features seen in Run-1 [1, 2] and Run-2 data
[3] at the LHC. The particular anomalies include the Higgs boson’s transverse momentum pT
and the event excesses in the multi-leptons final states [1, 2, 4, 5, 6]. Interestingly, the model
also provides a dark matter (DM) candidate χ. In this work, we try to constrain χ from an
astrophysical standpoint.
The regime for using radio-band for indirect DM search was prominently advocated in Ref. [7],
and the field has been active ever since. For example, Ref. [8] performed a radio-frequency
indirect DM search using the Australian Compact Telescope Array (ATCA) instrument, and
highly competitive constraints were placed on the DM annihilation cross-section of DM particles
(model-independent). However, in this work, we employ a model-dependent approach for the
indirect DM searches.
In this work we extend the previous work in [9], where χ was constrained using the cosmic-ray
(positrons and anti-protons) excesses observed by the Alpha Magnetic Spectrometer (AMS-02)
[10, 11] and the excesses seen by Fermi-LAT [12] in gamma-ray fluxes from the Milky-Way’s
galactic centre. The parameter space that best fits the aforementioned excesses is employed to
make radio emission predictions for the sources, M31, Coma cluster and Ophiuchus cluster. The
predicted DM synchrotron fluxes, from the 2HDM+S model, are compared to radio data in M31
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as well as the Coma and Ophiuchus galaxy clusters to produce the 3σ level exclusion limit. We
find that the radio data for the sources considered in this work do not exclude the 2HDM+S
model. This is the case when both Einasto and NFW halo are considered for the 2HDM+S
parameter space. It is worth highlighting that M31 place more robust limits as compared to the
Coma and Ophiuchus cluster.
This paper is structured as follows; Section 2 describes the synchrotron emission from DM
annihilations. Section 3 discusses the DM halos environment that governs our DM targets.
Finally in Section 4 results are depicted and discussed.

2. Synchrotron Emission from Dark Matter Annihilation
Since the regime of interest is the radio band, we consider the synchrotron emission from the DM
annihilation induced positrons. We consider the DM annihilation through S according to 2→ 2
scattering. The cascade of the scattering process follows χχ → S → x (where x corresponds
to some SM product). The source function for the SM products i (positrons or electrons) with
energy E is given by,

Qi(E, ~x) =
1

2
〈σV 〉f

∑
f

dNf
i

dE
Bf

(
ρχ
Mχ

)2

, (1)

i

where 〈σV 〉 denotes the thermally velocity-averaged DM annihilation cross-section at 0 K,f

denotes the kinematically allowed annihilation states with the branching ratio Bf , dNf/dE
denotes the production spectra for the SM products taken from the 2HDM+S model [9], the
factor (ρ/Mχ)2 (where Mχ, ρχ denote the dark matter mass and density respectively) yields the
dark matter pair density at the given position ~x within the galactic halo. The average power
per positron with energy E is given by [13],

Psynch(ν,E, r, z) =

∫ π

0

sin2 θ

2
2π
√

3remecνgFsynch

( κ

sin θ

)
dθ , (2)

where ν denotes the observed frequency, r denotes the position within the halo, z denotes
the redshift of the source of interest, re denotes the electron’s classical radius, me denotes the
electron’s mass, c is the speed of light in vacuum, and finally, νg denotes the gyro-frequency for
the non-relativistic case. Then the parameters κ and Fsynch are further defined by,

κ =
2ν(1 + z)

3νgγ2

(
1 +

(
γνp

ν(1 + z)

)2
) 3

2

, (3)

with the νp denoting the plasma frequency which turns out to be directly proportional to
√
ne,

and γ denotes the Lorentz factor of the positron. Additionally, the synchrotron kernel is given
by,

Fsynch(x) = x

∫ ∞
x

K5/3(y)dy ≈ 1.25x
1
3 e−x

(
648 + x2

) 1
12 . (4)

Then the emissitivity of synchrotron radiation is given by,

jsynch(ν, r, z) =

∫ Mχ

me

(
dne−

dE
+
dne+

dE

)
Psynch(ν,E, r, z)dE , (5)

where dne+/dE and dne−/dE are positron and electron equilibrium distributions respectively
(see below for their explanation). By integrating over the volume of interest then we have the
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flux density spectrum within the halo radius r given by,

Ssynch(ν, z) =

∫ r

0 4π LD + (r

jsynch(ν, r
′
, z)(

2 ′)2)d3r′ , (6)

where the DL denotes the luminosity distance to the DM halo of interest.
To account for diffusion and energy loss by electrons/positrons from DM annihilation, for an
assumption where the processes of reacceleration and convection are negligible, the diffusion-loss
equation is given by,

∂

∂t

dne
dE

= ∇
(
D(E,x)∇dne

dE

)
+

∂

∂E

(
b(E,x)

dne
dE

)
+Qe(E,x) , (7)

where D(E,x) denotes the spatial diffusion function and b(E,x) denotes the energy loss rate. A
fully detailed analysis of the solutions to equation (7) can be found in [14]. The spatial diffusion
is given by [14],

D(E) = D0

(
d0

1kpc

) 2
3
(

B̄

1µG

)− 1
3
(

E

GeV

) 1
3

, (8)

where the diffusion constant D0 = 3.1× 1028 cm2s−1, B̄ denotes the average magnetic field and
d0 denotes the smallest scale where the magnetic field is found to be homogenous. The energy
loss rate is given by [7],

b(E) = bICE
2 [1 + z]4 + bsynchE

2B̄2 + bcouln̄

[
1 +

1

75
log
(γ
n̄

)]
+ bbremn̄

[
log
(γ
n̄

)
+ 0.36

]
, (9)

where n̄ denotes the average electron density, γ = E/mec
2 denotes the electron Lorentz

factor, while bIC, bsynch, bCoul and bbrem are inverse-Compton, synchrotron, Coulomb and
bremsstrahlung energy loss factor. These take values 0.25, 0.0254, 6.13 and 1.51 in units 10−16

GeVs−1 respectively.

3. Dark Matter Halos Environment
In this section we discuss the halo environments that characterise M31, Coma and Ophiuchus.
More attention is given to the magnetic field and thermal electron density distribution for sources
under consideration.

3.1. M31
For M31 we assume the halo data from [15] at a distance 770 kpc. For the virial mass of
1.04× 1012M� the halo density profile is given by Navarro-Frenk-White (NFW) profile [16],

ρNFW(r) =
ρs

r
rs

(
1 + r

rs

)2 , (10)

where ρs denotes the characteristic density and rs denotes the scale radius. For the magnetic
field profile we follow [17],

B(r) =
4.6r1 + 64

r1 + r
µG , (11)

where r1 = 200 kpc as suggested by fittings in [17]. For r = 14 kpc the magnetic field strength
is taken to be B = 4.6±1.2 µG. The thermal electron density distribution follows an exponetial
profile from [17],

ne(r) = n0 exp

(
− r

rd

)
, (12)
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where central density is taken to be n0 = 0.06 cm−3 and rd is the disk scale radius which
is approximately 5 kpc [17]. We predict synchrotron emission fluxes for frequencies between
50− 109 MHz for M31. Subsequently, this is compared to the low frequency 408 MHz point flux
[18] for a rather optimistic region of interest (50 arcminutes).

3.2. Coma Cluster
For the Coma cluster the virial mass is 1.33× 1015M� and virial concentration cvir = 10, at the
redshift z = 0.0231. Similar to M31 we use NFW density profile for Coma. For the thermal
electron density distribution in Coma we follow [19, 20],(

ne(r) = n0 1 +

[
r

rs

]2)−qe
, (13)

where n0 = 3.49 × 10−3 cm−3 and qe = 0.981. The magnetic field profile in Coma is given by
[21],

B(r) = B0

(
ne(r)

n0

)qb
, (14)

where B0 = 4.7 µG and qb = 0.5. The fittings from [21] suggest a magnetic field with a
Kolmogorov power spectrum characterised by a minimal coherence length Λmin ≈ 2 kpc. We
predict 50 − 109 MHz synchrotron emission fluxes for Coma. For a region of interest of about
30 arcminutes, the Coma radio fluxes data from [22] with a frequency range 30.9 − 4850 MHz
was compared with the predicted radio fluxes.
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Figure 1. Depicts 2→ 2 best-fit parameter space to the AMS-02 positron, anti-proton spectra
and Fermi-LAT galactic excesses. The contours are 3σ confidence intervals on the Mχ and 〈σV 〉
plane. The thermal relic [23] is denoted as a band to account for uncertainties in the local DM
density and halo profile. Dashed lines denote 3σ exclusion limits for M31 (yellow), Coma (blue)
and Ophiuchus (Magenta). Left: For Einasto halo profile. Right: For NFW halo profile.

3.3. Ophiuchus Cluster
For the Ophiuchus cluster we assume halo data from [24]. The virial mass is 1.1× 1015M� and
virial radius is given by rvir = 2.1 Mpc at the redshift z = 0.0296. Even here we will employ
the NFW density profile. In terms of the magnetic field and the thermal electron density
distribution we adhere to the formalism in [25] which assumes that Ophiuchus follows profiles
similar to that in Coma, where B0 = 5.225 µG, qb = 0.74, n0 = 0.29614 and qe = 0.412725.
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Even here, we predict 50− 109 MHz synchrotron emission fluxes for Ophiuchus. Subsequently,
this is compared to the 153, 240 and 1477 MHz, radio fluxes from [26] for a region of interest of
about 7 arcminutes.

4. Results and Discussion
We make use of the parameter space that best-fits the cosmic-ray and gamma-ray excesses
produced in [9] for both NFW and Einasto halos. This parameter space gives annihilating DM
through the Madala model to induce highly energetic positrons, which in the presence of a
magnetic field emits synchrotron emission in M31, Coma and Ophiuchus. Following the recipe
delineated in both Section 2 and 3, synchrotron emission predictions were made. Comparing
the predicted synchrotron emission fluxes with M31 [18], Coma [22] and Ophiuchus [26] radio
observation data, 3σ exclusion limits were produced to match our previous work parameter
space. The M31 radio data used here have been highly constraining in other DM models (see
e.g [27]). In figure 1, we observe that M31 has better constraining limits transcending those
of Coma and Ophiuchus. Significantly, all the exclusion limits do not exclude our Madala DM
model. With the radio DM-search regime entering a new era of high sensitivity and resolution,
this will aid to place more stringent limits on the Madala model in near future. MeerKAT is
one of the exciting detectors that may be able to probe the DM interpretation offered by the
Madala model as elucidated in [9]. More interestingly, the full-SKA has the potential of probing
the parameter space of the Madala model at 5σ confidence level within 100 hours observation
time [9].
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Abstract. Previous calculations of diffuse synchrotron radio emissions from dark matter
annihilations have made use of a semi-analytical solution method for the diffusive cosmic ray
transport equation. This method requires that various halo properties like the magnetic field
and thermal gas density are spatially independent. We evaluate the physical accuracy of this
approximation by calculating the expected synchrotron flux from three astrophysical sources,
the Coma galaxy cluster, the M33 galaxy and the Reticulum II dwarf spheroidal galaxy. We find
that for large structures, where diffusion effects are less significant to the output flux, using an
average weighted with the dark matter halo density for magnetic field and gas density profiles
results in a lower observed flux. We note that prescription is more accurate to the physical
scenario than the conventionally used unweighted average and indicates that results dependent
on such averages may be optimistic. Additionally, we explore other common approximations
and detail their effects.

1. Introduction
There have been many studies in the literature that calculate the expected radio emissions 
from dark matter (DM) residing in astronomical structures. These studies typically calculate 
the synchrotron flux f rom s econdary e lectrons, p roduced b y D M a nnihilations, w ith t he goal 
of constraining various DM properties via radio observations. For a review of these methods, 
see [1, 2, 3] and references therein. With the MeerKAT project and the upcoming Square 
Kilometre Array in mind, this important avenue of DM hunting will likely play an even larger 
role in future indirect DM detection studies.

A rigorous calculation of the radio emissions from DM secondary electrons involves the 
solution of a general cosmic-ray transport equation with diffusion and energy loss effects, which 
is a second-order partial differential equation that depends on the spatial structure of the host 
environment. Several simplifying assumptions have thus been utilised by authors when studying 
these radio emissions in order to find a  tractable and analytic s olution. One of the assumptions 
commonly used in the literature is that the magnetic field p ermeating t he h ost D M h alo is 
spatially independent. This form allows one to find a  s emi-analytical f ormula f or t he solution 
to the diffusive transport equation, allaying the need for full numerical methods. Since real 
magnetic fields i n l arge s tructures w ill h ave s ome k ind o f s patial d ependence, t his assumption 
is generally carried out in two separate ways. The first i s t o t ake a  s imple s patial a verage of 
an assumed/observed magnetic field p rofile, an d th e se cond is  to  as sume a co nstant or  ‘flat’ 
magnetic field strength throughout the entire region of i nterest. Another assumption that could 
be made to drastically simplify the calculation of the synchrotron flux is that di
usion e
ects
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can be neglected altogether, and that the synchrotron flux i s d etermined e ntirely by t he peak 
energy of the emission, leading to the so-called monochromatic approximation.

Here we aim to evaluate the impact of some of these assumptions on the observed flux from 
various astronomical sources ranging from dwarf spheroidal galaxies (dSphs) to galaxy clusters. 
To do this, we calculate the synchrotron flux f or t hree a stronomical t argets u sing a  variety of 
often-used assumptions and approximations.

2. Halo and DM particle models
2.1. Halo properties
The formulation of halo properties in this work closely resembles that of [4]. For any further
details, we therefore refer the reader to [4] and references therein. We consider two density
profiles, the NFW [5] and Einasto [6], to characterise the DM halos in the targets considered
here. These profiles are given as:

ρNFW(r) = ρs

r

rs

(
1 + r

rs

)2 , ρEin(r) = ρs exp
[
− 2
α

([
r

rs

]α
− 1
)]

(1)

where rs and ρs are the halo scale radius and density respectively, and α is the Einasto parameter.
The thermal gas density (ne) and magnetic field (B) are chosen to have the following profiles:

ne,PL(r) = n0 1 +
rd

, BPL(r) = B0
ne(r)
n0

[
r
]2
)−qe ( )qb

(2)

ne,Exp(r) = n0 exp
(
− r

rd

)
, BExp(r) = B0 exp

(
− r

rd

)
(3)

where qe = 1.125, qb = 0.5, as in [4]. A list of properties for the DM density, magnetic field and
thermal gas profiles of each source target is shown in Table 1.

Table 1: List of astronomical source targets and their halo properties.

Target name ρχ profile ne(r) profile B(r) profile n0 (cm−3) B0 (µG) rd (kpc)

Coma NFW PL PL 3.44× 10−3 4.7 290.0
M33 NFW Exp Exp 0.03 13.34 5.0
Reticulum II Ein (α = 0.4) Exp Exp 1.0× 10−6 ∼1.0 0.015

2.2. Spatial dependence of magnetic field and thermal gas density
When analytically solving for the electron equilibrium distribution with the transport equation
(see Equation 5 below), a common simplifying assumption made in the literature is that the
diffusion and energy loss coefficients have no spatial dependence. Since this assumption requires
a spatially independent magnetic field and thermal gas density, simple ‘flat’ averages of these
quantities have been used – notably in the code package RX-DMFIT [7] (see also [8, 9] and
references therein). Since the rate of annihilation of WIMPs is strongly dependent on the
density profile of the halo, as in [4] we consider a weighted average for the magnetic field or
thermal gas density that uses the squared DM density of the halo as a tracer for the regions in
the halo that have a more significant impact on the total observed flux. This weighting factor is
taken from the dependence of the annihilation particle source function (see Equation 4 below)
on halo density. We argue that this is a more realistic modelling scenario than a flat average
over the entire halo, which takes into equal account those regions in which there may be very
little or negligible contributions to the overall flux (typically in the outer edges of the halo).
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2.3. Particle Source function
The annihilation of WIMPs inside a DM halo is expected to lead to the production of a set of 
kinematically-accessible SM products. The following particle source function,

Q(E, r) = 1
2
〈σv〉

∑
f

dNe
f

dE
Bf

(
ρχ(r)
mχ

)2
, (4)

describes the distribution of particles formed by a single annihilation. Here 〈σv〉 is the
velocity-averaged annihilation cross-section, dNe

f/dE is the particle energy spectrum (obtained
from [10]), Bf is the branching ratio for the channel indexed by f and mχ is the WIMP mass. In
this work, as is common in indirect DM detection studies, we consider each channel individually
and set Bf to 1 for each channel of interest. We also only consider a representative WIMP mass
of mχ = 100 GeV, as we are studying environmental effects that will not scale with WIMP
mass.

3. Radio emissions from DM annihilation
The electrons and positrons produced by WIMP annihilations are expected to interact with
magnetic fields and the thermal electron population within the halo environment. The radiative
and cooling effects are usually encapsulated in a transport equation, here given by

∂

∂t

dne
dE

= ∇ ·
(
D(E,x)∇dne

dE

)
+ ∂

∂E

(
b(E,x)dne

dE

)
+Qe(E,x) , (5)

where D(E,x) and b(E,x) are the diffusion and energy loss coefficients respectively, and would
in general depend on the position x within the halo. In this work we take these to be:

D(E) = D0 1 kpc

2
3

1µG

)− 1
3

1 GeV

(
d0

) (
〈B〉

(
E

) 1
3
, (6)

and

b(E) = bIC

(
E

1 GeV

)2
+bsynch

(
E

1 GeV

)2
〈B〉2+bcoul〈ne〉

(
1 +

7
1
5

log
(

γ

〈ne〉

))
+bbrem〈ne〉

(
E

1 GeV

)
.

(7)
Here D0 is the diffusion constant, d0 is the magnetic field coherence length, γ is the electron
Lorentz factor, and bIC, bsynch, bcoul and bbrem are the energy loss coefficients for Inverse
Compton, synchrotron, Coulomb scattering and bremsstrahlung effects. As in [4], we use the
following values for each in units of 10−16 GeV s−1, respectively: 0.25, 0.0254, 6.13, 4.7. The
quantities 〈B〉 and 〈ne〉 are calculated by the description in Section 2.2.

The solution of Equation 5 can be found via the semi-analytic method described in [8]. If the
DM halo and thermal electron population are considered spherically symmetric and the diffusion
and energy loss coefficients are spatially independent, the equilibrium electron distribution is

d
d
n

E
e (r, E) =

b

1
E( )

∫ mχ

E
dE′G(r, E,E′)Q(r, E′) , (8)

where G(r, E,E′) is a Green’s function. For the full derivation of this solution, and details about
the form of this function, we refer the reader to [8].

The average power of synchrotron radiation produced by electrons/positrons with energy
E and at a redshift z, at an observed frequency of ν, is then calculated using the following
equation [11]:

Psynch(ν,E, r, z) =
∫ π

0
dθ sin

2
θ2

2π
√

3remecνgFsynch

( κ

sin θ

)
. (9)
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Here me, re = e2/mec
2 and νg = eB/2πmec are the mass, classical radius and gyro-radius of an

electron respectively. The value of κ is given by

κ = 2ν(1 +
2
z)

3νgγ

[
1 +

(
γνp

ν(1 + z)

)2
]3/2

, (10)

where νp ∝
√
ne is the plasma frequency, and the synchrotron kernel function Fsynch(x) is

calculated with

Fsynch(x) = x

∫ ∞
x

dyK5/3(y) ≈ 1.25x1/3e−x(648 + x2)1/12. (11)

Combining the average power emitted per electron/positron in Equation 9 with the equilibrium
spectral distribution of electrons/positrons, we finally calculate the synchrotron flux at frequency
ν to a target at a luminosity distance of DL as

S(ν, z) = 1
4πD2

L 0 me

d3r′ dE dne−

dE
+

d
n

E
e+

∫ r ∫ mχ
(

d
)
Psynch(ν,E, r′, z) , (12)

where dne−,+/dE are the equilibrium spectral distributions of electrons, positrons respectively.

3.1. Monochromatic approximation
If we assume a simplifying monochromatic form for the synchrotron kernel function [1,
3, 12], i.e. that the peak electron energy corresponds to the frequency of the emitted
radiation, then Fsynch(x) ∼ δ(x − 0.29) and the peak energy can be determined by
E(ν) ' 0.463 ν1/2 B−1/2 GeV, with the frequency ν in Mhz and the magnetic field strength B
in µG. Under the additional assumption of a constant magnetic field strength B, the synchrotron
flux can then simply be approximated using the formula

Smono(ν) ≈ 1
4πD2

L

[
9
√

3〈σv〉
2m2

χ(1 + C)
E(ν)Y (ν,mχ)

∫
d3xρχ(x)2

]
, (13)

where Y (ν,mχ) =
∫
E
m

(
χ

ν) dE′(dNe/dE
′) (and dNe/dE is the particle energy spectrum from

Equation 4) and C is the ratio of synchrotron to Inverse Compton scattering energy loss
coefficients.

4. Results and discussion
We have calculated and plotted the fluxes from three source targets using various approximate
formulae, including different forms for the magnetic field and gas density, and in the case of the
Coma galaxy cluster, different synchrotron flux equations. These are shown in Figure 1, which
shows the results for the Coma galaxy cluster (top), the M33 galaxy (bottom-left) and Reticulum
II dSph (bottom-right). In each plot we have shown the flux, S(ν), for the case of a radially-
dependent magnetic field profile, B(r), that has been spatially averaged with both flat and ρ2

χ

weights. We also show fluxes calculated with a flat magnetic field profile that has a strength
Bx, with the subscript denoting the value in µG in each case. We consider WIMPs of mass 100
GeV that annihilate entirely into the bb channel, and assume a thermal relic annihilation cross
section of 〈σv〉 = 3.0× 10−26cm3 s−1.

In the Coma galaxy cluster we first note that diffusion effects, represented by the dashed
curves, are almost negligible. This is an expected feature of fluxes calculated for large
structures like galaxy clusters where diffusion timescales are small compared to other energy-loss
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(a) Coma

(b) M33 (c) Reticulum II

Figure 1: Expected radio synchrotron flux output from (a): the Coma galaxy cluster, (b): the
M33 galaxy and (c): the Reticulum II dSph. Each solid curve represents a calculation with
a different treatment of halo parameters (see text) and without diffusion effects. The dashed
curves of each colour show the same calculation with diffusion included in the calculation.

mechanisms (for a detailed analysis of diffusion in galaxy clusters, we refer the reader to [8]).
Using a ρ2 weighted average for the spatially dependent functions results in a flux that is roughly
a factor of 2 lower than using a flat average, and using a flat magnetic field profile further lowers
the output flux by roughly a factor of 6. For all targets, we see that the flux output from a
flat magnetic field profile is highly dependent on the strength of the field, which highlights the
importance of accuracy when choosing this value. In this source we have also calculated the flux
using the monochromatic approximation, given by Equation 13. The flux obtained with this
calculation has a very steep drop-off at higher frequencies, which may lead to an unnecessary
over-emphasis on low frequency data sets. This is caused by the dependence of the flux on the
peak frequency and the assumption of a monochromatic synchrotron kernel function. We also
note that this approximation does not account for diffusion effects within the halo, which could
motivate its use in galaxy cluster approximations but not in smaller structures wherein diffusion
effects are generally more significant.

In the M33 galaxy, we see that the inclusion of diffusion effects in the case of an unweighted
magnetic field can reduce the output flux by a factor of ∼ 1.5 at higher frequencies, and up to
a factor of ∼ 7.5 at lower frequencies. In the case of a weighted magnetic field, diffusion effects
still reduce the expected flux by up to a factor of ∼ 1.5 at lower frequencies. The significance of
diffusion in these results contrasts with the formulation of radio flux models in [13, 12], where
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the flux from the M33 (and M31) galaxy is found from the monochromatic approximation which
neglects diffusion completely.

In the Reticulum II dSph, we firstly note that the use of a flat or ρ2 weighted average for a
spatially dependent magnetic field has no discernible effect on the output flux. This could be
explained by the relatively small size of the dSph DM halo, which equalises the two averaging
techniques. However, we see that the flux has a very strong dependence on the magnetic field
strength under the assumption of a flat profile. In the cases shown here, for two values of
the magnetic field strength calculated using a flat and weighted average of a fully spatially
dependent profile (0.0146 and 0.1906 µG respectively), we see a relative difference of at least
2 orders of magnitude, which increases drastically with higher frequencies. Since this value is
typically calculated using an unweighted average of a full magnetic field profile, its use in radio
flux approximations may lead to significant uncertainties – especially for smaller structures like
the dSph modelled here.

5. Conclusion
We have found that the various assumptions used when calculating the radio synchrotron flux
from astronomical DM can have a significant effect on the expected flux from these sources.
In particular, we see that the use of flat magnetic field profiles can drastically alter the output
flux, especially in the case of smaller structures like the Reticulum II dSph. We also note that
the inclusion of diffusion effects in M33, neglected in previous studies, can lead to a noticeable
reduction in the expected flux. For larger structures like the Coma galaxy cluster, we find that
using a spatial average of the magnetic field weighted with the DM density – which should
provide a more realistic estimate of the rate of DM annihilations in different regions of the halo
– results in a flux that is lower than when using a flat average by a factor of ∼ 2. With the
upcoming boost in radio observation capabilities with MeerKAT and the SKA, the assumptions
used when hunting for DM with radio synchrotron fluxes should be evaluated carefully for each
source target and host environment in order to maximise accuracy.
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Abstract. Circumbinary accretion disks have been examined, theoretically, for supermassive
and intermediate mass black holes, however, disks for black hole masses in the LIGO regime
are poorly understood. Assuming these binaries possess such a disk initially, the question we
want to answer is: are they dissipated by outflows or accretion prior to inspiral? To study this
problem we propose a novel approach, whereby we consider an approximate, analytic spacetime
and solve the geodesic equation for particles in this spacetime so that we can determine the likely
fate of particles coming from the accretion disk. Preliminary indications suggest a likelihood of
accretion prior to inspiral.

1. Introduction
An interesting astrophysical problem to consider is the treatment of circumbinary accretion
disks (hereafter, disks) around binary black holes. Currently, in the literature, supermassive
(105 − 109M�) and intermediate (102 − 105M�) mass black holes have been considered with
disks. The case of disks around binaries in the LIGO (Laser Interferometer Gravitational
wave Observatory) regime (tens of solar masses) are more obscure. It is worth noting that
circumbinary disks have not been observed for any mass regime. Examining these problems
comes with numerical challenges since one generally employs hydrodynamical and magneto-
hydrodynamical simulations which are computationally expensive and may be impractical [1].
To date, numerical relativity remains one of the most powerful probes used to study the strong
regime in general relativity around extreme environments such as binary black holes and their
mergers [2].

Numerical simulations must proceed from initial data which is tricky to produce [3]. One way
to calculate the initial data is to construct an approximate, analytic, global metric as calculated
in [4, 5]. This method makes use of a mathematical technique called asymptotic matching.
Alvi [4, 5] was the first person to attempt such a construction. The four-dimensional global
metric is subdivided into four regions, each with their own approximation schemes for solving
the Einstein equations, which are then ‘glued’ together in a buffer zone in which two adjacent
metric approximations are valid. The work by Alvi is based on earlier research by Manasse [6]
and D’Eath [7, 8].

The main goal of the broader project we consider is to determine whether a mechanism exists
that will describe the fate of particle trajectories existing in a spacetime around merging binary
black hole systems. We want to identify potential mergers before inspiral. Therefore, we want
to find a characteristic signal unique in its identity that could alert one to the stage at which
the particles are ejected, engulfed or has become faint and inactive. This would consequently
give us an early warning of gravitational wave emission from the inspiral. In this proceeding we
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tackle only part of the problem. We ignore, leaving to future research, the angular momentum
accompanying spinning black holes.

Making use of the analytical spacetime from [4, 5], we propose to study the geodesics living
on this spacetime. Geodesics are simple to study and they allow us to track the movement of
particles in the spacetime. This will allow us to determine how many particles are falling into
the inner zone of the binary and eventually the black holes.

The structure of this paper is as follows: Section 2 concerns the structure of the spacetime
we use and its limitations. Section 3 deals with the problem of computing and using geodesics
in a numerical simulation. Then, Section 4 deals with the discussion of our results. Finally, we
end with the conclusion.

2. Spacetime structure
Our project begins by considering two equal mass (m1 = m2 = 30M�) Schwarzschild black
holes, each of them perturbed by the other, i.e. each black hole exerts a tidal force on the
other. They are widely separated (∼ 14M in geometric units where M = m1 + m2), this allows
for the subdivision of the spacetime. For 14M separation, the black hole speeds are v

c ≈ 0.13,
thus being on the very edge of the slow-motion regime. The analytic metric of [4, 5] generates
a space-like hypersurface from the full spacetime. The global metric on each hypersurface is
made up of 4 individual regions (see Figure 1), all held together by asymptotically patching in
the buffer zones, which cover the space where two adjacent regional metrics overlap and are
simultaneously valid. In patching, one sets the metrics in the buffer zone equal to each other at
a point, i.e. set approximate solutions to the Einstein equations equal to each other on specified
2-surfaces [9].

In regions I and II, the inner zones, the perturbed black hole metrics are patched to region III,
the near zone. Region III is described by a post-Newtonian approximation which holds for the
weak-field (GM/(rc2) << 1) and slow-motion (v/c << 1) limit1 [10]. A post-Minkowski metric
describes region IV, the far zone. Alvi considers the near and far zones as already patched by
construction.

In order to study geodesics, we need to produce a full spacetime from these hypersurface
slices. The slicing that allows for the production of the hypersurfaces remains valid when the
separation is > 10M (along with the regional decomposition) [1]. Thus, our approach is to
generate a full spacetime out of a collection of space-like hypersurfaces each corresponding to
a given time. The evolution of the binary itself provides the evolutionary linkage between each
hypersurface. This is because the analytic metric depends on the separation and speed of the
binary, on a given hypersurface, and we impose these evolutions via the relations from [11]
according to the time assigned to that hypersurface.

3. Calculating geodesics
Our results are based on the calculation of geodesics. This is a very useful probe, since it provides
a relatively simple way to study the motion of particles on different trajectories as well as their
fate. As mentioned already, the metric we used to get our geodesics was an analytic metric
by Alvi. To obtain geodesics, we needed to compute the Christoffel symbols in this spacetime
first. We compute these symbols using finite differencing techniques up to second order. Our
geodesics were computed with the time coordinate as a parameter since this formalism is useful

1 Here c and G are the speed of light and Newton’s gravitational constant, whilst v, M, r are the characteristic
velocity, mass and separation of the system [9].
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Figure 1. Global metric displaying all regions following (gr-qc/991211).

in numerical computations:

d2xµ

dt2
= −Γµαβ

dxα

dt

dxβ

dt
+ Γ0

αβ

dxα

dt

dxβ

dt

dxµ

dt
. (1)

Furthermore, we did this using the Runge–Kutta–Fehlberg [12] method. Then, using the
geodesic equation, we can produce acceleration maps which provide insight into where
electromagnetic radiation would be most intense. However, the actual geodesics themselves
belong to the particles in the spacetime. Thus, we can observe the forces acting on particles in
the disk without employing fluid dynamic methods.

4. Results and discussion
In this work we have computed the trajectories of particles in a four-dimensional, subdivided
spacetime made up of four regions held together by asymptotic patching in the buffer zones
containing adjacent metrics. This means that adjacent metrics are set equal to each other at
a point, rather than in the entire buffer zone region [9]. This means that the global metric is
mildly discontinuous and errors may be introduced.

These analytic metrics were designed to calculate initial data for binary black hole
simulations. Hence, we note that Alvi mentions that before one extracts initial data using
this metric, the discontinuities need to be smoothed out. Yunes et. al. [13] found a way to deal
with the issues in Alvi by creating transition functions [14] which broke the discontinuities and
allowed transitions from one region to its adjacent region without the introduction of errors.

Let us begin by addressing Figure 1. This shows the full global metric in Alvi [4] and allows
one to visualize how the regions are related. One thing we need to be cautious about is that
Figure 1 is somewhat misleading. In that figure all regions seem to be connected and even
appear to have smooth transitions between each of the zones. However, the full metric contains
discontinuities at the boundaries between regions. Despite this, Figure 2 shows no visible signs
of discontinuity in the accelerations.
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Next, we consider each region of the global metric separately. The acceleration maps produced
allow one to visualise the areas of the region where electromagnetic radiation is likely to be most
intense.

Figure 2. Acceleration map of the whole global metric.

4.1. Regions I and II
The left panel of Figure 3 shows the inner regions around black hole 1 and black hole 2. The
black holes are of equal mass. We have excised regions that we are not discussing (masked in
white). For the case we now consider, we see that the acceleration is larger nearer to the black
holes. This is expected since the gravitational pull is larger there. Additionally, the contour
lines circularize as they move away from the black holes due to the perturbation.

Figure 3. Left: the acceleration map covering Regions I and II which surround BH 1 and 2,
respectively. Right: acceleration map covering Region III.
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4.2. Region III
This region, also called the near zone, shows how particles accelerate around both black holes
when dealing with a centre of mass problem. Here, in the right panel of Figure 3, we have excised
the inner regions and the far zone. The centre shows several nodal regions where the acceleration
is very small relative to the rest of the space. We point out that the acceleration gets larger as
we move away from the centre, excised regions. This is due to the use of co-rotating coordinates.
Note that we validated our algorithm on a Schwarzschild black hole metric to ensure this effect
was not spurious.

4.3. Geodesics
We display geodesics for 100 initially stationary particles starting in region III, they have a
maximum simulation time of ≈ 0.1 s. This duration is such that the binary remains widely
separated throughout, the time where the Schwarzschild radii would cross being ≈ 0.89 s. To
justify our choice of stationary initial conditions, we note the particles of interest are coming
from a circumbinary, accretion disk. herefore, the maximum initial speed of these particles isT√

3
8the speed of sound in the disk: vs = ωz0 [15], where z0 ≈ 1M [16] is half the disk thickness

ωr

and we have assumed a polytropic disk with index 4/3 [16]. In the co-rotating coordinates, the
initial speed of a stationary particle is ∼ ωr. Comparing this to vs we find vs ≈ 0.035 when
r ∼ 1000 km. Thus, an initial orbital velocity is a small correction which we ignore as a first
order approximation. In our plots geodesic origin points are given by ‘star’ markers. We will
use a black ellipse surrounding the geodesics to give the border of the near zone.

Figure 4 shows both the geodesics that will potentially accrete onto the black holes and those
that do not within the maximum simulation time of ≈ 0.1 s. It is notable that around 24% of
the particles fall into the black holes within the simulation time.

Figure 4. Geodesics for potentially accreting geodesics (left) and those that do not accrete
(right).

5. Conclusions
Studying geodesics, computationally, provides a unique means to search for precursor
electromagnetic signals that would herald the release of gravitational waves prior to the
tight inspiral phase of the binary. If the environment around the black holes is magnetised,
synchrotron radiation is likely to occur with any flow of particles towards the black holes,
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producing radio emissions which may be detectable by MeerKAT. Though this is more probable
for larger black holes than studied here as such small regions may not be resolvable. Magnetized
environments will also require additional dynamical corrections, as strong magnetic fields will
affect the particle geodesics. The effect of such fields will be considered in future work.

We have assumed that a disk, straddling the near zone [17], exists. It is contained within a
spacetime described by an analytic metric. We observed the motion of individual particles by
computing the geodesics of each particle in the spacetime and found initial indicators that if the
particles begin from rest in the near zone, they can be rapidly swallowed up by the black holes.
In addition, the orbits within the near zone appear to be unstable. The instability observed
does not occur due to effects resulting from the individual black holes as the particles starting
closest to an inner zone can be found at r & 3rISCO from that black hole.
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Abstract. Large-scale, state-of-the-art cosmological simulations allow us to follow the
evolution of various galaxies, and since these contain detailed knowledge of e.g. the metal
content of the stars in each galaxy, it can then be compared to galaxies in the real Universe. In
our work, we are improving the implementation of a stellar feedback model for the cosmological
simulation Simba. This simulation is the merged product of GIZMO’s public and Mufasa/Simba
codes to create realistic large-scale environments. Specifically, we are improving the current
instantaneous recycling of the metals model, with a more accurate cosmic chemical enrichment,
called the Chem5 model. This will improve the stellar evolutionary tracks, allow the tracing
of more individual elements, and treat each gas particle as an evolving particle rather than
instantaneously giving away its metals. This will lead to a better understanding how the
metallicities impact the gas and stellar metallicities in galaxies and the Circumgalactic medium.

1. Introduction
In modern large-scale structure cosmology, there is a drive to understand the formation and the
evolution of galaxies, based on their environment. However, due to the extremely long time-
scales over which these events occur, it can become very difficult to understand their evolutionary
paths [1]. Therefore, trying to create an evolutionary track can be incomplete. There are two
main methods used to get an idea about these evolutionary paths.

The first method is statistical observations. The idea behind this method is to get
observational data from as many sources as possible [1]. These sources will need to have similar
properties. For example, observing a certain mass galaxy with a certain star formation rate.
Since their basic key properties are the same, it is assumed that their evolutionary track will
be the same. If they are formed at different epochs in the cosmic age, they will be at different
stages in their evolution. We can then use each object’s evolution point to create an evolutionary
track. However, this method can lead to gaps being formed in this track if there is a lack of
observational data [1]. Therefore, trying to come to conclusions about their evolution can lead
to a distorted view of how they form and evolve.

The second method is to use cosmological computer simulations [1, 2, 3]. By this we mean,
create a simulated galaxy, by using physics laws. The basic idea is that you start with the initial
conditions of the Universe (or a certain volume of it), namely those suggested by the Cosmic
Microwave Background (CMB) radiation, and the computer simulation will evolve this mock
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Universe, galaxy, stars, accounting for physics. It does this by evolving gas, stellar and dark
matter particles through time, while determining how they interact with each other.

In this work we will be looking specifically at the second method. We are incorporating a
new metal-enrichment model into one of these cosmological simulations to improve the metal
production in certain events that will occur with these particles. This will enable us to better
understand the star formation histories, since these simulations can enable a detailed data
analysis of each particle’s metal component and how it evolved.

1.1. Cosmological simulations
Before we can discuss this new model’s functions and which simulation we will be using, we
need to understand how these simulations work. The first step is the initial conditions, i.e. the
CMB. Then we need physics models. These models include [1, 2]:

• Gravity ∼ Gravity solvers are needed, since they control the formation of large-scale objects,
structure, halos and mergers. Fundamentally, these models need to be able to determine the
force on each mass element from all others by solving Poisson’s equation. After computing
the gravitational forces on these particles the system evolves forward in discrete time-steps.

• Hydrodynamics ∼ Solving the equations of hydrodynamics is required for modelling gas
particle interactions. This needs to be solved concurrently with the gravity solver. There
are two main methods: Firstly, the Lagrangian method, for example the Smoothed Particle
Hydrodynamics (SPH) and the Meshless Finite-Mass (MFM) solvers, where the particles
themselves carry the information about the fluid, which is obtained via a kernel-weighted
sum over neighbouring particles. Secondly, the Eulerian method is where you discretize the
fluid onto grid cells and then compute the advection of properties across the cell boundaries.

• Thermal evolution ∼ Radiative cooling and photo-ionization heating of the gas particles
via radiative processes found in baryons.

• Chemical evolution ∼ Tracking the enrichment of heavy elements in gas particles are
required for the cooling calculations, as well as for predictions of galactic chemical evolution.
Early models tracked only Type II supernovae (SN) enrichments due to its relation with
the Oxygen abundance. Later models also track asymptotic giant branch (AGB) stars,
since they are required to understand the abundances of Carbon (their ejecta dominate the
present-day Carbon observations), while Type Ia SN models are required to produce Iron.

• Sub-grid/sub-resolution models ∼ These are processes which occur on scales smaller than
the resolution of a single grid space and therefore, cannot be directly modelled. They are
treated using heuristic models. For example, two of many different sub-grid models are [3]:

– Star and black hole formation ∼ The accumulated gas particles due to gravity, must
be able to create stars and black holes to be able to form galaxies.

– Feedback processes ∼ These models are required to re-heat the cooling flow gas
particles. The reason for this re-heating is due to the fact that cooling gas particles
form stars, since it is observed that stars form in the dense, cold, molecular phase
of the interstellar medium (ISM). So if the gas continues to cool it will form stars
at an increasing rate. However, it is observed that at around z ∼ 2, namely Cosmic
High Noon, this star formation rate is at its highest and is quenched after this epoch
[4]. It is, therefore, assumed that some feedback processes re-heat the gas. Feedback
consist out of two general classes, preventive (stopping the gas from accreting into
the ISM) and ejective (removing gas from the ISM after it has been accreted). Some
feedback processes are: Photo-ionization suppression, star formation via stellar winds
or supernovae, and Active Galactic Nuclei (AGB) feedback from black holes.
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1.2. Observational confirmation
All of the aforementioned models will be used to evolve the initial conditions into a “Mock
Universe”. This simulated Universe’s properties can then be compared to known global and
structural properties to determine whether or not the simulation was successful in creating a
“realistic approximation” of the Universe [2]. These observational tests include testing the global
distribution functions, which refers to the comoving number density of galaxies as a function of
global properties, such as luminosity or stellar mass. Some known distribution functions are the
colour-luminosity function which tells us whether a galaxy is star forming (blue cloud - younger
stellar populations) or are quiescent (red-sequence - older stellar populations).

Other observational tests include global scaling relations, such as the mass-metallicity relation
(galaxies with a given mass has a lower gas-phase metallicity at high redshift) or structural
scaling relations, such as the correlation of galaxies’ stellar mass with their radial size. We can
also test the simulated galaxy’s demographics against known galaxy morphology.

Taking all of these into account there is an abundance of different global and structural
property tests that we can use to determine whether the simulation succeeded. Other global
and structural property tests are further discussed in-depth in [1, 2, 3].

2. The Simba simulation
2.1. GIZMO-Simba
From the description above, it follows that there is a lot of preparational work to create this
type of simulations. Therefore, we will not be creating a new simulation from scratch, but
rather improve on a current simulation. There exist a lot of different cosmological simulations,
each trying a different approach to solving this problem. According to [1], these simulations
can be separated into four different categories: 1) Zoomed simulation/dark matter-only e.g.
Aquarius simulation, 2) Zoomed simulations/dark matter + baryons e.g. FIRE simulation, 3)
Large volume/dark-matter only e.g. Millennium simulation, and lastly 4) Large Volume/dark
matter + baryons e.g. Simba simulation. In this categorization it comes down to whether only
gravity models are needed for dark matter halos, or whether hydrodynamics are also needed for
the baryonic particle interactions. A simulation best suited to the problem should be chosen.
This will also determine which known global and structural observational tests can be used to
test the simulation.

Since we want to look at how a new metals production model improves the current
simulation, we would firstly need baryons. Secondly, we want to see whether it improves
our current statistics, therefore the 4th category. Specifically, we will be using the Simba
simulation developed by [5]. There are other simulations in this category e.g. EAGLE, Illustris,
Romulus25, that we also could have used. The Simba simulation is the successor of the Mufasa
simulation [6] and gives updated sub-resolution star formation and feedback models. The Simba
simulation consists out of 2 different components, namely GIZMO (a cosmological gravity plus
hydrodynamics MFM solver [7]) and Simba. GIZMO is based on the simulation “GAlaxies with
Dark matter and Gas intEracT 3” or GADGET3 [8] and it evolves dark matter and gas elements
together. In essence this is the backbone of Simba, since it controls the large-scale structure
formation and particle interactions.

The second component, namely Simba itself controls the sub-grid/resolution models as
discussed in section 1.1. Therefore, Simba will control the star and black hole formation (just two
of many different processes) and the way they interact with their environments. Even though
chemical/thermal evolution is part of the hydrodynamics part of the simulations, they are also
controlled via Simba, since for example a SN occurs, metals and energy are produced on this
sub-resolution scale and then distributed through the entire system. In figure 1, we show a small
volume example run based on the default parameter values for the Simba simulation.
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Figure 1. GIZMO-Simba simulation [5] at 2 different epochs (z ∼ 116, 0) displaying the large-
scale evolution of a 12.5 Mpc volume box size and a resolution of 1283 particles. (a) Contains
mostly diffused cooling gas left over from the Big Bang. (b) At present day these gas particles
are accumulated through gravity to form the large-scale structure, called the “Cosmic Web”.

2.2. Chem5 metals model
From figure 1, it is clear that the large-scale structure component of the simulation do in fact
represent a realistic idea of the large-scale evolution. So we do not want to change this part of
the simulation, rather improve the small details in the metals production. You may ask why the
metal production? The answer comes down to the fact that the chemical enrichment evolution
of the gas particles influences the formation of stars and how they evolve, since it mediates how
efficiently gas cools by impacting the stellar metallicities in galaxies and the Circumgalactic
medium, and therefore influencing the following generation of stars being formed [9]. Therefore,
we need to be able to accurately simulate the metal production to create more realistic galaxies.

However, due to the computationally expensive nature of these simulations, assumptions are
made [5]. For example, in Simba only 11 elements (H, He, C, N, O, Ne, Mg, Si, S, Ca, Fe)
are tracked from SN Ia/II and AGB stars. This still results in a somewhat “realistic” galaxy
formation, since more that 90% of the Universe’s metal mass come from these 11 elements and
they are the most important elements in star formation and feedback systems. Furthermore,
Simba uses an instantaneous recycling of the distributed metals approximation. Therefore, we
would want to add more elements into the system to obtain knowledge about how the less
abundant elements influence the star formation histories, while also wanting to remove the
instantaneous recycling of the distributed metals approximation.

This is where the Chem5 model comes in to play. The Chem5 model was developed by [10]
and continued improvements since [11], and it is a self-consistent 3D Chemodynamical model.
This model can track 32 elements (H, He, Li, Be, B, C, N, O, F, Ne, Na, Mg, Al, Si, P, S,
Cl, Ar, K, Ca, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, Ga, Ge), meaning that we can obtain
a much more detailed description on how the metals influence the formation and evolution of
the stars. This model also does not use the instantaneous recycling approximation method,
rather treating each star particle as evolving stellar population which eject thermal energy, gas
mass and heavy elements from stellar winds, SN Ia, SN II and Hypernovae (HNe) (previously
not taken into account) as a function of time [10]. Other physical processes that it takes into
account are radiative cooling, star formation, and photometric evolution.
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Figure 2. In (a), we show the star formation rate over the Cosmic Time. We compare both
the resultant simulations for the Simba instantaneous model (red) and the Chem5 model (blue)
against observations from [4]. In (b), we show the chemical abundance ratio’s for the galaxies
in the samples. In (c) and (d), we show the mass-metallicity relation evolution from these
simulated galaxies and compare it to the observation made by [12] as part of the MOSDEF
survey and [13]. It should be noted that all three these tests were done without the dust models.

2.3. Simba simulation with the new metal production model
For this work, we incorporated this new metals model into the Simba simulation without
disrupting the current set-up. We had to create the program in such a way that the user
can still use the old instantaneous model if they do not have a need for accuracy in the chemical
enrichment of the gas particles and therefore helping with the computationally expensive nature
of these simulations. We had to take into account that events can happen across different
computer nodes, therefore just looping through all neighbouring particles that will receive the
distributed metals, will lead to the same “event” needing to be calculated more than once,
leading to the ejected energy/mass/metals being erroneously subtracted more than once. At this
stage we are also not yet including the dust models from the Simba simulation, since it requires
information about the metallicity structure. We will incorporate this after the integration phase.
We present three early integration phase test plots to show the state of the integration in figure
2. This is once again for the 12.5 Mpc volume box size and a particle resolution of 1283. We also
compare it to some well known observations, as well as against the original Simba simulation.
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In figure 2, the star formation rates between simulations are similar, with the chem5 function
obtaining a slightly more favourable comparison to the data. We also see in the abundance
ratio graph that only the chem5 function obtained the know platau of 0.5 and the “bend” close
to -1 [11]. This is an improvement over Simba. But the Chem5 model still struggles with the
total metallicity values, being under the observations and Simba in the mass-metallicity relation.
Therefore, the integration phase is not yet complete.

3. Conclusions and future work
In this work, we introduced different ways to determine the evolutionary paths of celestial
objects, such as galaxies, namely statistical observations and computer simulations. We then
had a more in-depth look into how to create these computer simulations. We also discussed the
Simba simulation and how we can use it for the research that we want to achieve. We briefly
discussed the new Chem5 model and how it improves on the simplified nature of the current
instantaneous recycling of the metals model in the Simba simulations. We then showed some
integration phase plots, namely the star formation rate graph and the mass-metallicity relation
plot. Both were compared to the Simba simulation and to observations.

For future work, we can see from figure 2, that some improvements are still necessary, but
we are in a position to start incorporating the Chem5 model to work concurrently with the
dust models and hopefully this will improve some of these results. We do have at least one
improvement over Simba already, with the top R. H. S. panel obtaining [O/Fe] ∼ 0.5, which is
much closer to the observed values than Simba, but the “bend” that it obtained at [Fe/H] ∼
-1.3 is yet not correct and it should be closer to -1.

For future science applications, we can e.g. study the less abundant elements, look at the
mass-metallicity relation’s evolution for these new elements, or we can also track the metallicity
of the intragroup and intracluster gas more accurately due to the larger element sample, which
can give us clues into their formation history. We can also look at the detailed chemical
abundances (e.g. alpha-enhancements) in the galaxies to better understand the star formation
timescales. We will use papers like [5] to test improvements over Simba.
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Abstract. More than half of all galaxies within the local Universe are found in group
environments. Therefore, galaxy groups are excellent laboratories for studying galaxy evolution.
The Complete Local-Volume Groups Sample (CLoGS) is the first statistically complete galaxy
group survey in the optical, X-ray and radio bands, consisting of 53 galaxy groups and 1427
member galaxies in total. The properties of the member galaxies, such as their star-formation
rates (SFRFUV, SFRW3), stellar masses (M∗,K), radio emission (P1.4 GHz) and WISE colours
(W1-W2 and W2-W3) have been determined. The relation between the properties of the group
member galaxies and their X-ray environment has been examined. The trends we have found
suggest that star-formation relates to each group’s dynamical age, X-ray halo and radio emission
from each group’s brightest group elliptical (BGE). We have found that within the majority
(over 80%) of the dynamically young and X-ray bright groups of the CLoGS High Richness
subsample, the SFRW3 of the member galaxies tend to increase the closer they are to the
BGEs of their respective groups. Furthermore, we have found that within X-ray bright groups,
the P1.4 GHz of the member galaxies tend to increase the closer they are to the BGEs of their
respective groups, while their SFRFUV tends to decrease. As a continuation of this research,
a detailed optical spectroscopic study of these BGEs using data obtained on SALT (Southern
African Large Telescope) is currently underway. The determined statistical relations and latest
spectroscopy results are presented here.

1. Introduction
Galaxies co-evolve in gravitationally bound structures such as groups. More than half, roughly
60%, of all galaxies in the local Universe are found within group environments [1]. By studying
the properties of galaxies within nearby groups, galaxy evolution in the local Universe can be
better understood. Typically, groups span 0.5Mpc across in diameter and contain less than 100
galaxies, each galaxy with a stellar mass between ∼ 1011M� and ∼ 1014M� [2]. However, there
is not a single precise definition for the boundaries of a galaxy group.

CLoGS is the first statistically complete sample of galaxy groups in the local Universe (< 80
Mpc) observed in the radio, X-ray and optical bands [3]. CLoGS selects groups optically to
avoid the X-ray detection bias for cool-core groups [4] and performs a follow-up X-ray study to
determine which of these groups have extensive haloes to circumvent false detection. CLoGS
consists of 1427 member galaxies distributed throughout 53 galaxy groups [3]. These groups
are further divided into the high-richness (HRS) subsample and low-richness (LRS) subsample
based on the richness parameter ‘R’ of these groups. ‘R’ is defined as the amount of optically
bright galaxies with a luminosity of log(LB) ≥ 10.2 L�. The HRS subsample consists of groups
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with 4 ≤ R ≤ 8 and the LRS subsample of groups with R = 2 or R = 3. In more detail, the
HRS subsample consists of 26 groups with 766 member galaxies and the LRS subsample consists
of 27 groups with 661 member galaxies in total.

The X-ray properties of the HRS subsample have been studied [3]. Additionally, the radio
properties of the central radio galaxies of the HRS [5] and LRS subsamples [6] have been stud-
ied in detail. To relate the properties of the HRS subsample member galaxies with their group
environment, the groups are divided into 6 categories. These categories are: X-ray bright, X-ray
faint, dynamically young, dynamically old and with- or without radio jets. In terms of scale, X-
ray bright groups have extensive X-ray haloes (> 65kpc) and X-ray faint groups have galaxy-like
or point-like haloes [5]. The dynamical age of the groups is determined by their fraction of spiral
(late-type) galaxies fsp. Groups with fsp ≥ 0.75 are defined as dynamically young and groups
with fsp < 0.75 as dynamically old [5]. The BGE of each group may or may not possess active
galactic nuclei (AGN) with outflowing radio jets and the groups are categorised accordingly [6].

2. Method
2.1. Determining the properties of the CLoGS member galaxies
The fundamental galaxy properties that we examine in order to better understand how galaxy
evolution works in nearby groups are stellar mass (M∗,K), star-formation rates (SFRFUV and
SFRW3), radio power (P1.4 GHz) and WISE colours (W1-W2 and W2-W3).

The stellar mass of a galaxy can be gauged from the luminosity of its evolved stellar popu-
lation using stellar mass to luminosity (M/L) ratios. In particular the K-band (2 µm− 3 µm) is
insensitive to dust and is dominated by infrared emission from the evolved stellar populations.
For this purpose the 2MASS extended source catalog (XSC) which has data available for ∼ 60%
of the CLoGS member galaxies was chosen to estimate their stellar masses. The stellar masses
were estimated with the following M/L ratio calibrated to the extended K-band (k m ext) of
2MASS [7]:

M∗,K
log( ) = −0.206 + 0.135× E(B − V ), (1)

LK

where E(B-V) is the corresponding Galactic reddening of each galaxy.

The star-formation rate of a galaxy can be estimated from the luminosity of its young stel-
lar population. The light from newly formed stars can either be measured indirectly from the
dust reflecting light from them (dust-obscured star-formation) or directly from the stars them-
selves (unobscured star-formation).

The W3-band (12 µm) from the AllWISE survey which observed all of the CLoGS member
galaxies, is sensitive to dust-obscured star-formation [8] and was used to estimate their star-
formation rates with the following relation [9]:

(2)log(SFRW3[M�.yr
−1]) = 0.873(±0.021)× log(νLW3[L�])− 7.62(±0.18),

where νLW3 is the normalised spectral luminosity of each galaxy in the W3-band.

The FUV-band (100 nm - 200 nm) from the GALEX survey, which observed ∼85% of the
CLoGS member galaxies, is sensitive to unobscured star-formation [10] and was similarly used
to estimate their star-formation rates with the following relation [10]:

SFRFUV[M�.yr
−1] = 1.08× 10−28LFUV[erg.s−1.Hz−1], (3)
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where LFUV is the luminosity of each galaxy in the FUV-band in cgs units.

To have an indication of each galaxy’s degree of star-formation and AGN activity, the P1.4 GHz

of the CLoGS member galaxies were determined using data from the NRAO VLA Sky Survey
(NVSS) [11], which observed all of the CLoGS member galaxies. The 1.4GHz band is sensitive
to synchrotron radiation from electrons accelerated either by the observed galaxy’s central black
hole (possible AGN) or supernovae remnants [12]. To classify the CLoGS member galaxies by
colour, the same classification method developed by Jarrett et al. [8] is used. This method relies
on the W1 (3.35 µm), W2 (4.6 µm) and W3 (12 µm) magnitude measurements of the AllWISE
survey and divides galaxies into 4 possible colour regions based on the infrared properties of
their bulges and discs (their W1-W2 and W2-W3 colours) [8].

The 4 possible WISE colour regions, as shown in Figure 1, are [8]:

• Spheroid-dominated (Spheroids): With W2−W3 < 1.5 and W1−W2 < 0.8. Galaxies in
this colour region are identified by their prominent bulges and strong mid-infrared emission
from its central evolved stellar population. These galaxies are typically spheroidal, although
not necessarily.

• Star-formation dominated (Star forming discs): With W2−W3 > 3 and W1−W2 < 0.8.
Galaxies in this colour region are significantly bright in W3 and have notable ongoing
star-formation. These galaxies are typically discs, although not necessarily.

• Intermediate: With 1.5 ≤W2−W3 ≤ 3 and W1−W2 < 0.8.

• Infrared-AGN and extrema: With W1−W2 ≥ 0.8 A high W1 measurement may indicate
AGN activity within the galaxy and such galaxies are classified accordingly.

It should be noted this method does not strictly determine the morphology of the galaxies, for
such a task visual inspection would be required. This method merely states what the most
likely morphology of each galaxy would be based on their WISE colours, star-formation activity
and AGN activity. The galaxies are further divided into 3 star-formation types based on their
far-ultraviolet (FUV) and infrared (IR) colours provided by GALEX and AllWISE, as similarly
done by Gil de Paz et al. [13]. The 3 star-formation types are [13]:

• Dust-obscured star-forming (IR bright), with colours: FUV −Ks > 8.8 and W3−W4 > 2.

• Star-forming (FUV bright) with colour: FUV −Ks ≤ 8.8.

• Non-star-forming, with colours: FUV −Ks > 8.8 and W3−W4 ≤ 2.

2.2. Relating the HRS member galaxies to their group environment
To study the galaxy evolution of the CLoGS group sample, we examine the properties of the
HRS member galaxies with respect to their group environment. To achieve this, we study the
most prevalent type of the CLoGS member galaxies: those within the WISE colour region:
W2 −W3 > 3 and W1 −W2 < 0.8. We note how their properties change with distance from
the brightest group ellipticals (BGEs) of their groups. Here we only consider galaxies within
R500 of each group, where R500 = 500ρc (ρc: critical density of the Universe), which is a rough
estimation of each group’s size. We simply inspect and note whether the properties of the
member galaxies P1.4 GHz, SFRFUV, SFRW3 and M∗,K increase or decrease towards the centres
of the groups, where each group’s BGE is roughly located.

3. Results
Only the results for the HRS subsample are shown. The results for the LRS subsample are
qualitatively the same with a slightly different WISE colour distribution. The stellar masses
and star-formation rates of the LRS subsample galaxies are of the same order of magnitude.
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3.1. The properties of the CLoGS HRS member galaxies
The WISE colour distribution of the 766 HRS member galaxies are shown Figure 1. Figure 1
shows the 4 different WISE colour regions as defined in Section 2. The member galaxies are
shown in terms of their star-formation types (FUV and IR colours) as described in Section 2.

Figure 1. The W1 −W2 and W2 −W3 colours of the member galaxies are fitted with an
exponential function which shows the general trend in star-formation. Galaxies which deviate
from this trend are classified as potential Seyfert galaxies (or other). The star-formation types
of the galaxies with missing data from GALEX or 2MASS are left as unclassified. The infrared
AGN are numbered and their Principal Galaxies Catalog (PGC) names shown.

The W3-star-formation rates and K-band estimated stellar masses of the 766 HRS subsample
member galaxies are shown in Figure 2. The members are once again categorised according to
their WISE colour region and their star-formation type as discussed in Section 2.

Figure 2. It can clearly be seen that the star-formation rates (SFRs) increase with stellar
mass and change with WISE colour region. In ascending order, the SFRs of the member
galaxies change in terms of their WISE colour regions as: spheroid-dominated, intermediate,
star-formation dominated and Infrared-AGN.
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3.2. Relationship between the HRS member galaxy properties and their group environment
The property trends of the HRS member galaxies, with W2−W3 > 3 and W1−W2 < 0.8 are
shown in Table 1. Only galaxies within R500 of each group are selected as discussed in Section
2.2. The groups are divided by category as discussed in Section 1. These trends were determined
by treating each group individually, with each member galaxy a data point (further binned to
every 0.25 kpc). Linear regression lines were fitted to determine if the member galaxies within
each group had an an increase or a decrease in each property the closer they were to the BGEs
of their respective groups. However these trends are not necessarily linear, other functions may
be more accurate. A larger sample of member galaxies within each group would be required to
fit these.

Table 1. ↑ indicates an increase in the property and ↓ indicates a decrease. For example, the
first cell reads: Within 80% of the X-ray bright groups (4 out of the 5 groups), the member
galaxies had an increase in P1.4 GHz the closer they were to their group’s BGE.

Group Category P1.4 GHz SFRFUV SFRW3 M∗,K
↑ (80%) ↑ (80%) ↑ (80%)

- - -
↑ (66.7%) ↑ (83.3%) ↑ (83.3%)

X-ray Bright (5 groups)
X-ray Faint (1 group)
With Jet (6 groups)
Without Jet (0 groups) - - -

↑ (66.7%) ↑ (100%) ↑ (100%)Dynamically Young (3 groups)
Dynamically Old (3 groups) ↑ (66.7%)

↑ (40%) ↓ (40%)
-

↓ (66.7%)
-

↓ (66.7%)
↓ (66.7%) ↑ (66.7%) ↑ (66.7%)

All (6 groups) ↑ (66.7%) ↓ (66.7%) ↑ (83.3%) ↑ (83.3%)

3.3. Current work: spectroscopy of the CLoGS brightest group ellipticals (BGEs)
We have already analysed long-slit spectra for 32 BGEs from the Hobby-Eberly Telescope [15].
At present, the BGEs observable from the Southern Hemisphere have been observed with the
Southern African Large Telescope (SALT) and an in-depth optical spectroscopic study of these
galaxies is in progress. We are studying the spatially resolved stellar kinematics of these galaxies
by analysing their spectra, such as Figure 3. Furthermore, we are studying the stellar populations
of these galaxies and deriving their star-formation histories.

Figure 3. The observed SALT spectrum for NGC7377 is shown in black. The masked chipgaps
of SALT is shown in grey and blue. The fitted spectrum, generated with the penalised pixel
fitting method (pPXF) of Cappellari [14], is shown in red. The baseline fit is shown in pink.
The deviations between the data and model spectra is shown in green and the identified spectral
lines are shown in orange.
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Clear Hα (656 nm), [SII] (6716 nm and 6731 nm), [OI] (6300 nm) and [NII] (6583 nm)
emission can be seen on the spectrum of NGC7377, as shown in Figure 3. Similar spectra were
observed and fitted for all the CLoGS BGEs, with minor differences in shape and emission lines.

4. Concluding Remarks
Within each group, the member galaxies with W2−W3 > 3 and W1−W2 < 0.8 in the CLoGS
HRS subsample have several of their properties related to their distance from the BGEs of their
respective groups. Within the majority (over 80%) of the dynamically young and X-ray bright
groups, the SFRW3 of the member galaxies tend to increase the closer they are to the BGEs
of their respective groups. Furthermore, within 80% (4 out of 5) of the X-ray bright groups,
the P1.4 GHz of these member galaxies tend to increase the closer they are to the BGEs of their
respective groups, whilst their SFRFUV tends to decrease. This increase in P1.4 GHz and decrease
in SFRFUV is found to be more frequent in X-ray bright groups than in any other group category.
However, a larger and more statistically significant number of groups need to be observed to
verify these trends. Additionally, more member galaxies need to be observed within each group
to determine the exact function of these trends, which may be linear or otherwise. The CLoGS
BGEs are currently being studied more closely using optical spectroscopy obtained on SALT.
These results will provide more clues to galaxy evolution in groups in the local Universe.
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Abstract. The radio galaxy Hydra A hosts a pair of hundred-kiloparsec diameter radio
lobes that are being powered by one of the most powerful AGN outbursts known to date.
Observations in the radio band provide us with an excellent probe for studying a high-energy
electron population residing in the lobes. Using the MeerKAT observations of Hydra A, we
computed the flux densities of these giant lobes at several frequencies and combined them with
previous results from VLA observations at lower frequencies. We found that the spectrum in
the MeerKAT frequency range is well described by a power law, while the overall spectrum
indicates a steepening with frequency. We set constraints on the magnetic field strength and
the age of the giant lobes through modelling of the temporal evolution of electron spectra under
the influence of synchrotron losses.

1. Introduction
The powerful radio galaxy Hydra A lies at the center of the galaxy cluster Abell 780, which
is located at a redshift of z = 0.054. Hydra A is classified as a type I Fanaroff-Riley (FRI)[1]
radio galaxy, which is characterised by a high surface brightness near the center and a lower
surface brightness further out. When matter accretes onto a central supermassive black hole
(SMBH), a large amount of energy is expelled into the ambient medium in the form of highly
collimated, highly relativistic jets. When these jets encounter the intracluster medium (ICM),
they inflate giant radio lobes. This expulsion of energy can occur more than once during the
lifetime of the radio galaxy resulting in multiple generations of outbursts. Depressions in the
X-ray emission surrounding Hydra A have been discovered [2,3] and are coincident with the
radio lobes. This suggests that the inflation of radio lobes is the driving mechanism responsible
for the displacement of the X-ray emitting gas in the ICM. Hydra A has experienced three
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generations of outbursts, indicated by the three pairs of X-ray cavities [3] and radio bubbles of
different ages and energetics[4].

The energetics involved in an AGN outburst can be huge, even exceeding 1061 erg, which
corresponds to the amount of energy released in tens of billions of supernovae explosions [5].
The most powerful AGN outbursts are found in MS 0735+7421, Hercules A, and Hydra A[5].
The bubbles in these systems have ages of about 100 million years. Their energy content is
determined using arguments of pressure balance between the thermal ICM and the relativistic
plasma within the bubbles. The energy required to expand bubbles with volume V into a
surrounding ICM with pressure p ranges from 2pV to 4pV [3]. However, the nature of the
principal component responsible for the pressure support and which fills the bubbles in the
ICM is not known to date. Among the possibilities for the pressure support in the bubbles are
cosmic-ray hadrons or electrons, hot plasmas, or magnetic fields. While gamma-ray observations
allow us to test a hadronic model [6,7] and measurements of the Sunyaev-Zel’dovich effect are
a tool to test hot plasmas [8] and non-thermal electrons [9] inside the bubbles, observations in
the radio band provide us with a probe of magnetic fields.

Synchrotron radiation and inverse Compton scattering cause energy losses of high-energy
electrons. The former is dominant if the magnetic field strength is above several µG. The
radiative cooling of electrons results in time evolution of an electron spectrum. As electrons
lose energy, the radio spectrum steepens, a phenomenon known as spectral aging [10, 11, 12].
A theory of synchrotron aging has been applied to the lobes of FRI radio galaxies (e.g., Fornax
A [13]) and FRII radio galaxies (e.g., Cygnus A [14]).The previous detection of the giant Hydra
A lobes at 74 MHz, 327 MHz, and 1415 MHz [4] suggested that the spectrum steepens in this
frequency range. In these proceedings, we report the preliminary results obtained from our
spectral analysis of MeerKAT observations of Hydra A between 960 MHz and 1525 MHz.

2. Observations and analysis
Hydra A was observed with the MeerKAT radio telescope on 30 May 2019 (Proposal ID: SCI-
20190418-PA-01; PI: Prokhorov). The observations were made using the entire array which is
made up of 64 antennas, each 13.5 m in diameter. MeerKAT is equipped with L-band receivers
and a correlator with 4096 channels. For this study, we used 30 minutes of these observations
accumulated over a frequency range of 856 MHz - 1712 MHz. We reduced the data using the
Containerised Automated Radio Astronomy Calibration (CARACal) pipeline [15]. To derive
the flux densities from the radio maps obtained with CARACal, we used the radioflux routine
by M J Hardcastle (https://www.extragalactic.info/ mjh/radio-flux.html).

3. Results
We produced four radio maps of Hydra A at four frequencies, 1000 MHz, 1100 MHz, 1330 MHz
and 1485 MHz with a bandwidth of 80 MHz and in units of Jy/beam. These maps shown in
Figure 1 reveal two bright inner lobes extending in the northern and southern directions and
two larger outer lobes. The morphology of these spatial structures is in good agreement with
that obtained from the observations of the Very Large Array (VLA) telescope (Figure 1 in [4])
at 1415 MHz. The MeerKAT and VLA radio maps display similar spatial structures. However,
the MeerKAT observations for the first time reveal finer details such as the bridge at (RA,
Dec)=(9h18m8s, -12d03m28s) between the bright central source and the northern outer lobe.
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(a) Hydra A at 1000 MHz. (b) Hydra A at 1100 MHz.

(c) Hydra A at 1330 MHz. (d) Hydra A at 1485 MHz.

Figure 1: Radio maps of Hydra A between 1000 MHz and 1485 MHz shown in equatorial
coordinates of right ascension (hours) and declination (deg.). The colour bar represents the
radio intensity in units of Jy/beam. The size of the beam is 20 × 12 arcsec2 at 1000 MHz,
18 × 11 arcsec2 at 1100 MHz, 15 × 9 arcsecs2 at 1330 MHz, and 13 × 8 arcsec2 at 1485 MHz.

To study the spectral behaviour between 960 MHz and 1525 MHz, we computed the flux
densities and corresponding uncertainties for the outer lobes using the MeerKAT observations.
The regions that we have defined as the outer lobes are indicated in Figure 1a. The fluxes are
computed from the regions which significantly exceed in size the synthesized beams at the four
frequencies.

We combined our data points with the two low-frequency data points at 74 MHz and 327 MHz
adopted from [3, 15] to produce the multi-frequency radio spectrum of Hydra A shown in Figure
2. We checked and found that the fluxes obtained from the VLA maps do not depend strongly
on the template selection, this will be addressed in a future journal paper. The spectrum in the
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MeerKAT frequency range is well described by a steep power law with a spectral index of 2.05
with a statistical error of 0.04. Extrapolating the derived power law to the 74 MHz frequency,
assuming a best fit spectral index of 2.05 gives a flux density of ∼ 500 Jy which is significantly
higher than the measured flux density given by 221 ± 30 Jy. This suggests that a spectral break
is present in the overall spectrum. The most likely mechanism to produce this break is spectral
aging.

Figure 2: The radio spectrum of Hydra A using our four MeerKAT data points combined with
the two low-frequency data points at 327 MHz and 74 MHz.

We find that the Kardashev-Pacholczyk model [9,10] for spectral aging satisfactorily describes
the overall spectrum. To model the spectral steepening (see Figure 3), we assumed values for
the age and magnetic field strength of 35 million years and 18 µG, respectively. The best-fit
values are found using automated χ2 minimization.

Figure 3: An illustrative model for the overall radio spectrum of the outer lobes of Hydra A. The
values of the magnetic field strength and age of the outer lobes are derived from the modelling.
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4. Conclusion
We present four MeerKAT radio maps of Hydra A at 1000, 1100, 1330 and 1485 MHz. These
radio maps reveal an extended radio structure that consists of two bright inner radio lobes and
two giant outer radio lobes. The entire spatial structure is consistent with previous observations.
We computed the flux densities and combined them with those from the previous low-frequency
VLA observations. We found that the spectrum for the giant lobes in the MeerKAT frequency
range is well described by a steep power law with a spectral index α = 2.05±0.04. The MeerKAT
data, in conjunction with the low frequency VLA observations, reveal the presence of a spectral
break. To explain this spectral break, we used the Kardashev-Pacholczyk model for spectral
aging due to synchrotron losses of high-energy electrons.
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Abstract. We analyse medium resolution optical spectra of six Active Galactic Nuclei (AGN)
with iron emission spectra and characteristics associated with the class referred to as Narrow-
Line Seyfert 1 galaxies (NLS1). These were observed using the 1.9 m telescope at the
South African Astronomical Observatory (SAAO) in Sutherland. The objects are among
the brighter sources of that description accessible from the southern hemisphere: Fairall 265,
NPM1G−15.0297, CTSJ03.19, EUVEJ0414−59.6, A0644–1, and HE2116−3609. For each
target we performed multiple integrations totalling between 1 and 2.5 hours, yielding spectra in
the range ∼ 3700–6000 Å with relatively high signal-to-noise ratios. This enabled us to locate
multiple spectral emission features, including the strong Fe II bands in the range 4000–5400 Å as
well as other prominent emission lines associated with the Balmer series, helium and the [O III]
nebular doublet. Our measurements include the flux, width and peak wavelength shifts of the
lines, which sometimes displayed multiple components. We summarize some of the properties
found for our sample, compare these to other representatives of the NLS1 class and interpret
the results in the context of AGN theory.

1. Introduction
Narrow Line Seyfert 1 (NLS1) galaxies are a type of active galactic nuclei (AGN) that form
a subclass of Seyfert 1 galaxies in which they exhibit unusually narrow broad emission lines
compared to their broad-line counterparts and many of them also display strong optical Fe II
lines in their spectra. The defining features of this subclass include that the Hβ full width at
half maximum (FWHM) must be less than 2000 km s−1, and the flux ratio [O III]/Hβ must
be smaller than 3 [1]. Though NLS1s were initially also required to have strong optical Fe II
emission [2], there are quite a few AGN referred to as NLS1 that only have weak or moderate
strength Fe II lines.

Emission line properties such as the width, strength and profile are affected by the system
dynamics, geometry, central gravitational field, temperature of emitting clouds, excitation
mechanisms, etc. The random motion and possible inflow, outflow and orbital trajectories
of the gas clouds leads to line broadening due to the Doppler effect [3]. Emission line variability
is a common feature in AGN, but there are suggestions that these variations are much less
significant in NLS1, see for example Hu et al. [4].

In this paper, we present a preliminary analysis of the optical spectra of six little known
AGN for which previous spectra suggested they might be NLS1. These sources were amongst
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the brighter known or suspected NLS1 that were initially considered (but ultimately not chosen)
for regular monitoring. Our measurements include emission line ratios and widths of Fe II lines
and other major emission lines. We also compare the spectra with previously published ones to
establish the extent of line variations and explore the significance of our findings.

2. Observation, data reduction and emission line fits

Table 1: The sample of AGN observed. Column 4 shows the angular diameter of the source
taken from the NED. Column 5 shows the V magnitude of the AGN from the SIMBAD database
(https://simbad.u-strasbg.fr). Column 7 lists the date of observation and the number of 20
minute exposures (in brackets) taken on that night.

AGN Name RA Dec Diameter V Redshift Date
J(2000.0) J(2000.0) (arcsec) (mag) z (exposures)

04 14 19 21 16.50 0.071
06 56 29 45 14.55 0.030
08 17 39 17 16.69 0.073
09 06 48 33 16.58 0.054
10 15 56 38 0.054

EUVEJ0414−59.6
Fairall 265
A0644–1
NPM1G−15.0297
CTSJ03.19
HE2116−3609 21 19 20

−59 41 31
−65 33 37
−07 33 09
−15 17 44
−20 02 27
−35 56 25 16.64 0.092

19 Jan 2016 (3)
14 Dec 2016 (7)
19 Jan 2016 (5)
13 Jan 2016 (3)
13 Jan 2016 (3)
08 Jul 2018 (5)

The AGN in this study were observed with the 1.9 m telescope at the SAAO’s Sutherland
Observatory using the SpUpNIC optical spectrograph [5]. We performed between three and
seven integrations of 20 minutes for each object, which were then averaged to secure better
signal-to-noise ratios. The details of the targets and observations are given in Table 1.

We used grating 6 set at an angle of 12.5◦ to obtain a medium resolution of ≈ 1.4 Å per
pixel and the spectra covering the wavelength range ∼ 3700–6000 Å. Each target was placed
at the centre of the slit, set to a width of 0.9 arcsec, smaller than the typical seeing, which
allowed the light to be recorded from the nucleus, while minimising photons originating from
the surrounding host galaxy. For wavelength calibration, we took an emission spectrum using
a Cu-Ar lamp before and after each AGN spectrum. Well-known spectrophotometric standard
stars were also observed for flux calibration purpose [6].

All observed data were processed and calibrated for wavelength and flux using standard
packages in IRAF. This included applying Doppler corrections to shift the spectra of the
redshifted AGN to the rest frame. We used the task onedspec.continuum in IRAF to remove
the continuum flux contribution in the spectra. An Fe II template [3] was used to model the
strong Fe II lines in the range 4000–5400 Å (see Figure 1). The template fits a single Gaussian
function to each Fe II line and hence determines the strengths and widths of each set of Fe II
lines. Other emission lines in the spectra were investigated after subtracting the fitted Fe II
lines from the original spectra. Emission line profiles are the result of multiple components
originating from different emission regions in AGN. The line profiles in NLS1 galaxies may be
represented as a combination of Gaussian functions [3, 7, 8]. Multiple Gaussian functions were
used for fitting other major emission lines in the spectra (see Figure 2, and Figure 3 and also
Table 2). The area under the overall line fit was taken to be the total flux for each emission line.
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Figure 1: The Fe II fitted spectra followed by the Fe II subtracted spectra of the six AGN
analysed in this study. The fit for different Fe II bands (P, F, S and G) are highlighted in
colours. The lines of interest in the spectra other than the Fe II lines are marked in the second
spectrum of the left plot.

3. Analysis and Discussion
Few studies have been undertaken for the objects investigated in this paper. Not all turned
out to be NLS1 as expected. Fairall 265, originally discovered with the same telescope [9], is
a Seyfert 1 galaxy at z = 0.0295 with broad Balmer lines and a [O II]/[O III] 5007 Å ratio of
0.76 [10], while this ratio measured for the spectrum in this sample is 0.40. The broad Balmer
lines measured for Hβ for the spectrum in this study is 2912 km s−1 and this was measured to
have a width of 2800 km s−1 [11]. This corresponds to a black hole mass of 107.33M⊙ [12]. This
AGN is not considered as an NLS1 galaxy as the width of its broad Balmer line is greater than
the upper limit by which the NLS1 subclass is defined, which confirms in this study as well.
The line ratios relative to [O III] 5007 Å of different emission lines in the spectra are given in
Table 2. Fairall 265 has a relatively strong [O III] 5007 Å line, but helium is almost absent. Its
Balmer lines have an asymmetric profile with thin emission line peaks, which may be a sign of
a superimposed H II region near the AGN.

EUVEJ0414−59.6 was identified as an X-ray emitter, and its optical spectral observation
yielded a redshift of z = 0.071 [13]. It was incorrectly classified as a Seyfert 2 galaxy in its
discovery paper, whereas its spectrum is characteristic of NLS1. Its Hβ profile is asymmetric,
its helium lines are weak and it displays an abnormally strong [O II] 3727 Å line.

HE2116−3609 has the comparatively strongest Fe II lines in the sample, while its Hβ line
is also much stronger than [O III]. Its helium lines are weak and the Hβ shows hints of a
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broad component at its base. The [O II] 3727 Å line is the strongest in this sample relative
to [O III] 5007 Å with a ratio of [O II] 3727 Å/[O III] 5007 Å = 0.97.

NPM1G−15.0297 is an NLS1 with weak Fe II lines. The FWHM was measured as 390 km s−1

for [O III] and 1181 km s−1 for the Hβ broad component of this object [14], while these values
measured in this sample are 558 km s−1 and 1308 km s−1 respectively, consistent with the FWHM
criteria defined for NLS1 galaxies. The Hβ line is mostly symmetric in shape, while, unlike other
AGNs in this sample, its [O III] 5007 Å also has more of a symmetric shape.

CTS J03.19 is an NLS1 galaxy with Hβ FWHM of 560 km s−1 and 1932 km s−1 for the
narrow and broad components respectively, a [O III] 5007 Å FWHM of 570 km s−1 [15] and a
[O II]/[O III] 5007 Å ratio of 0.163 [10]. In this sample those values for the Hβ components turned
out to be 538 km s−1 and 1890 km s−1 respectively, while a [O III] 5007 Å FWHM of 520 km s−1

and [O II]/[O III] 5007 Å ratio of 0.28. Its He II 4686 Å is the strongest in the sample, and is also
much broader than the Hβ line. The total [O III] 5007 Å strength is much greater than that for
total Hβ.

A0644–1 was identified as a NLS1 by Martini et al. [16] and their spectrum displayed rich
Fe II emission. In the observation reported here, the Hβ profile is visible and this is the only
AGN in the sample with no clear sign of [O III] or other forbidden lines in the spectra, while a
He II 4686 Å line is visible. Compared to Hβ, almost all other emission lines in its spectra are
very weak or not visible. If the apparent weakness of Fe II is not due to high noise levels in our
spectrum then this would be a rare instance of a NLS1 that has experienced long term major
changes in its iron line spectrum. This warrants further investigation requiring higher quality
data.

It has previously been noted that NLS1 show an anti-correlation between [O III] and Fe II
strengths [17]. We can also confirm this from the AGN examined by us. Among the sources
in the sample, HE2116−3609 has strong Fe II lines, while [O III] lines are less prominent. On
the other hand, CTSJ03.19 has the strongest [O III] lines in the sample, but Fe II emission is
relatively weak. Asymmetric profiles associated with [O III] emission lines in AGN have been
identified in many studies [3, 8, 18, 19]. NPM1G−15.0297 has an almost symmetric [O III] shape,
while for A0644–1 [O III] is too weak to establish the existence and nature of any asymmetry.
The [O III] profiles of Fairall 265, CTSJ03.19 and HE2116−3609 have clear asymmetric blue
wings. In contrast, there is asymmetry in the form of a red [O III] wing in EUVEJ0414−59.6.
The two-component modelling of the [O III] profile gives the indication of two distinct locations
in the Narrow Line Region (NLR) in these AGN in which the broader asymmetric component
of the [O III] line could be a sign of the presence of emitting gas clouds turbulent in nature due
to its location in the NLR closer to the accretion disc, and the asymmetry is caused as a result
of strong wind and outflows from the accretion disc [7, 8, 19, 20, 21, 22].

NLS1 galaxies usually do not show large variations in the optical compared to many other
classes of AGN, and their variability is often considered lower than that of other Seyfert 1
galaxies. To understand the scale of variability, two spectra found in the literature were
compared with our spectra for NPM1G−15.0297 and CTSJ03.19 (see Figure 4). We detect
no significant differences in the emission lines.

4. Summary
• We confirm that five of the six AGN investigated here are indeed NLS1. This includes
EUVEJ0414−59.6, which had previously been misclassified as a Seyfert 2. Fairall 265
has Balmer lines that are broader than 2000 km s−1 and that are furthermore currently
displaying asymmetric profiles. It is hence a normal Seyfert 1 rather than a NLS1.

• The asymmetric blue wing is evident in three AGN in the sample (Fairall 265, HE2116−3609
and CTSJ03.19) and is presumably a result of outflowing gas from the central nucleus.
EUVEJ0414−59.6 exhibits a clear red wing [O III] profile, while NPM1G−15.0297 mostly
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Figure 2: Examples of the Hβ profile fitted as the sum of three Gaussian functions for
HE2116−3609 (a) and NPM1G−15.0297 (b) respectively. The observed data is represented
using crosses. The Gaussian components, narrow, intermediate and broad, are shown in solid,
dashed and dotted red lines respectively and the fitted sum is shown as dashed blue line. The
residual of the fitted sum is shown at the bottom.
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Figure 3: Different [O III] 5007 Å profiles: A symmetric shape for NPM1G−15.0297 (a) and
asymmetric blue and red wings for CTSJ03.19 (b) and EUVEJ0414−59.6 (c) respectively. The
spectral line is fitted as a combination of two Gaussians.

shows a symmetric shape. The [O III] 5007 Å is not evident for A0644–1.

• When comparing with older spectra from the literature, the spectra collected in this study
(i.e. for NPM1G15.0297 and CTS J03.19) usually do not show much change in emission
line strength or shape, in line with previous findings.
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Table 2: Flux ratios relative to total [O III] 5007 Å: Columns 2 to 8: ratios of total strength for
the line relative to [O III]. Column 9 is the ratio of total Fe II strength relative to [O III] in the
range 4000–5400 Å. The table excludes A0644–1 and some ratios in other targets, as the lines
there are either too weak to measure reliably or seem to be absent in the spectra.

AGN Name Hβ Hγ Hδ He II He I [O III] [O II] Fe II
4686 Å 5876 Å 4959 Å 3727 Å

1.73 0.34 0.32 0.53 3.69
1.56 0.27 0.10 0.38 0.40 3.64
1.76 0.36 0.30 5.72
0.68 0.14 0.13 0.06 0.34 0.28 2.18

EUVEJ0414−59.6
Fairall 265
NPM1G−15.0297
CTSJ03.19
HE2116−3609 8.12 2.38 0.83 0.97 20.29
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Figure 4: Comparison of continuum subtracted spectra for NPM1G−15.0297 (a) and CTSJ03.19
(b) respectively with earlier spectra from the literature [23].
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Abstract. The Fornax cluster is currently undergoing mass assembly. It has a lower-density
group surrounding the radio galaxy NGC1316 (Fornax A) currently falling into the cluster.
Infalling groups are ideal environments to study the transformation in the properties of the
multi-phase gas due to e.g. tidal interactions and ram pressure stripping due to the velocity
change at the boundary between the group and cluster. We have optical and Hα imaging of
Fornax A, and also obtained MeerKAT data, which for the first time resolved HI emission
in different substructures in the subgroup, often coinciding with detections in Hα. We then
obtained spectroscopy of 11 gas-rich galaxies on SALT (Southern African Large Telescope).
In this study, a combination of spectral fitting routines are used to accurately separate stellar
continuum and absorption lines from the ionized gas emission in the observed SALT spectra,
and to measure gas as well as stellar population properties. We present our latest results from
the SALT spectral analysis, which will ultimately be combined with the information obtained
from the various other multi-wavelength observations to fully understand the physical processes
and the multi-phase gas. We illustrate our methodology by presenting results for NGC 1310 as
an example. Our preliminary measurements of the gas abundances in NGC 1310 suggest that
warm gas is photo-ionised by star formation.

1. Introduction
The Fornax cluster, the nearest massive cluster in the Southern sky, is actively assembling mass
which makes it an ideal laboratory for studying the evolution of galaxy clusters, the physics of
gas accretion and stripping of infalling galaxies, and the connection between these processes and
the neutral medium in the cosmic web. Numerous observational campaigns have focused on the
Fornax cluster; these include the deep optical imaging from the Fornax Deep Survey (FDS; [1]),
optical integral field unit observations of selected targets [2, 3], the Atacama Large Millimeter
Array (ALMA) observations of the cold molecular gas [4, 5], far-infrared Hershel imaging [6],
and HI surveys with MeerKAT [7]. Studying the physical processes that drive the evolution of
galaxies in galaxy clusters will help in answering questions as; how do these galaxies lose their
cold gas, and why they stop accreting new gas? To answer these questions, we need optical
spectroscopy to study the composition and kinematics of the warm ionised gas, in addition to
the other wavelength observations. Figure 1 shows the HI velocity field from [8] where the known
galaxies and previously detected clouds and tails in the Intragroup Medium (IGM) have been
labeled. We can combine our SALT spectroscopy with previous studies, e.g. the study by [8]
to investigate the pre-processing and HI morphology, including the gas (atomic and molecular)
scaling relations in the Fornax A group. Studies from several observational campaigns will also
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provide an understanding of the processes of gas accretion or removal.

Figure 1. The HI velocity field of Fornax A from [8] showing the known galaxies and previously
detected clouds and tails (TN and TS denotes the Northern and Southern tails respectively). The
grey circles represent the sensitivity of the primary beam at 50, 20 and 2%. The red dashed
circle indicates the 0.38 Mpc virial radius of the group.

2. Observations and Data Reduction
The 11 galaxies in the Fornax A group were observed with the South African Large Telescope
(SALT) during November and December 2019 with more observations allocated for the remain-
der of 2021 (SALT Proposal ID: 2019-2-MLT-002 and 2020-2-SCI-029, PI: Ilani Loubser). To
measure the strong emission lines of interest, the PG1300 grating was used at an angle of 44.5◦

which corresponds to a spatial scale of 0.127” and a spatial resolution of 0.33 Å.
A series of reduction steps were carried out to reduce and analyze the SALT spectral data. First,
a cosmic ray correction was applied to clean the images of bad pixels and cosmic rays. Inter-
polation was then applied to the images to mask the chip gaps. Wavelength calibration, which
includes identifying emission lines in the arc lamp spectrum and taking the wavelength solution
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and performing it up and down across the 2D spectrum was performed. The final 2D wavelength
solution that will be applied to the actual science image was created. Figure 2 shows the 2D
spectrum of NGC 1310 after interpolation and wavelength calibration. Background subtraction
was done to remove skylines and any residual sky background flux followed by generating a
variance image from the combined science images. Next, an extinction correction and primary
aperture extraction was done and finally, flux calibration using a spectrophotometric standard
star was be performed to get a calibrated spectrum. All the data reduction steps was carried
with the Image Reduction and Analysis Facility1 (IRAF; [9, 10, 18] and Pyraf (a Python-based
alternative to IRAF)).

Figure 2. A 2D spectrum of NGC1310 after interpolation and wavelength calibration.

A combination of fitting routines, pPFX (Penalized Pixel-Fitting; [11, 19]) and FIREFLY [12],
are used to accurately separate stellar continuum and absorption lines from the ionized gas emis-
sion in the observed SALT spectra. FIREFLY2 is a fitting code that derives stellar population
properties of stellar systems, be these observed galaxy or star cluster spectra or model spectra
for simulations. FIREFLY uses an iterative best-fitting approach controlled by the Bayesian In-
formation Criterion to fit combinations of single-burst star population models to spectroscopic
data. There are no priors applied; instead, all solutions inside a statistical group are retained
with their arbitrary weight, thus allowing one to map out the effect of intrinsic spectral energy
distribution (SED) degeneracies on stellar population parameters, including age, metallicity, and
dust reddening [12]. The routine was applied on the reduced spectra while changing parameters
such as the Initial Mass Function (IMF; Kroupa [17] and Salpeter [13] ) and models (M11 [16]
and MaStar [15]). The equivalent age and metallicities, along with their uncertainties, were
derived by calculating the average and standard deviation of the results.
The Python implementation of [11] freely accessible penalized Pixel Fitting (pPXF3) software,
which includes the improvement described in [19], was used to derive stellar kinematics. Af-
ter logarithmically rebinning the spectrum in the wavelength direction, the pPXF procedure
recovers the line-of-sight velocity distribution (LOSVD) by fitting an optimized template to an
observed galaxy spectrum directly in pixel space. By binning all spatial pixels within 5 arcsec-
onds of the object’s center, we first retrieved a high S/N spectrum for each galaxy. We calculated
the best-fitting template spectrum, systemic velocity, and central velocity dispersion from these
high S/N spectra. The higher-order Gauss-Hermite moments, h3 and h4, were also fitted.

1

2

More information about the pipeline and installation can be found on https://iraf-community.github.io/.

The code can be found from the dedicated Github repository https://github.com/FireflySpectra/firefly_

release.
3 See https://www-astro.physics.ox.ac.uk/~mxc/software/ for a full guide on installation and usage
examples.
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3. Results and Discussion
In this section, we present the preliminary results obtained from FIREFLY and pPXF for NGC
1310. Figure 3 represents the 1D spectrum of this galaxy where the Salpeter Initial Mass
Function (IMF; [13]) was utilized. The black spectrum represents the model that best fit the
data (as determined from minimising the Chi2 residuals), which in this case was the STELIB
model [14].

Figure 3. A 1D spectrum of NGC 1310 from FIREFLY for the extraction of star formation
histories. The red spectrum represents the data with the black representing the fitted model
which in this case is the STELIB model with the Salpeter IMF.

Figure 4. A 1D spectrum of NGC 1310 from pPXF where the grey regions indicate the masked
chip gaps. The emission line ratios, e.g. Hα/[NII] is indicative of photo-ionisation by star
formation.

Page: 316
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Figure 4 also shows a 1D spectrum from pPXF where the Hα, [NII] and [SII] emission lines are
clearly visible > 6500 Å. The grey regions indicate the masked chip gaps and black line is the
relative flux of the observed spectrum. The red line is the pPXF fit for the stellar component,
while the orange line is a fit to the gas emission lines. The green symbols at the bottom are the
fit residuals, while the blue lines is the gas-only best-fitting spectrum.
The FIREFLY routine automatically fits multiple stellar populations (e.g. including a young
stellar component in cases where the galaxy experienced a recent star formation episode). From
the fitted model, we find that the galaxy has an approximate Single Stellar Population (SSP)
equivalent age of 2.86 ± 0.55 Gyr, and a metallicity ([Z/H]) = -0.07 ± 0.03 dex. Since the
dominant errors in stellar population analysis for high S/N spectra are systematic errors which
stem from different stellar population model ingredients, we are currently repeating the analysis
with various different stellar population models, e.g. MaStar [15] and M11 [16], for both a
Kroupa [17] and a Salpeter IMF. This will allow us to determine the combination of stellar
libraries and population models that are most consistent for this type of galaxy, and also allow
us to quantify the systematic errors caused by using different stellar population models. This
will consequently allow us to discard models that produce bad fits and inconsistent results. Once
the FIREFLY analysis is complete, we will proceed to extract the stellar and gas kinematics from
pPXF which will give us a clear picture of the star formation rates, kinematics and formation
histories of the galaxies in our sample.

4. Conclusion
In this project we have displayed the techniques used in reducing SALT spectral data and
explored the fitting routines applied to extract stellar properties of the observed galaxies. Our
preliminary measurements of the gas abundances in NGC 1310 suggest that warm gas is photo-
ionised by star formation.
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Abstract. Episodic accretion in massive protostars is an exciting and upcoming field of study.
In this paper we report multi-epoch very long baseline interferometry (VLBI) observations of 22
GHz water masers before and during the recent accretion burst in NGC6334I. We traced proper
motions before and during the accretion burst, showing significant variability in the water maser
flux densities and number of detections due to the variable radiation field from the bursting high
mass young stellar object. We calculated an average proper motion of 82 ± 38 km s−1 before
and 85± 36 km s−1 during the accretion burst. The average proper motions were not expected
to change as the dynamical timescale of the system is of the order of decades. On the other
hand, we did see significant variability in the number and position of proper motions in CM2,
MM1-W1, UCHII-W1, UCHII-W2 and UCHII-W3. In CM2, the water masers flared, as seen in
previous studies, and new maser features were excited. In MM1-W1 and UCHII-W1, pre-burst
maser features dropped below detection limits during the burst and new features were re-excited
∼ 10 AU from previous detections. The simultaneous flaring and dampening of water masers
due to an increase in infrared flux has not been adequately discussed in maser modelling, and
we discuss possible explanations for this phenomenon. The VERA observations continue the
campaign to understand this important accretion bursting source.

1. Introduction
Massive (M > 8M�) stars play an important role in galactic evolution. They are an important
source of heavy elements and feedback due to the type II supernovae they cause at the end
of their lifetimes [1]. They have also contributed greatly to the ionization in galaxies on
different scales [2] and cosmic times [3]. Yet, their early stages are difficult to observe due
to their short lifetimes and their formation in embedded clusters with high dust extinction [4].
Radio interferometric arrays, combined with Very Long Baseline Interferometry (VLBI) and
long term single dish monitoring have played a pivotal role in studying star forming regions at
different angular scales, wavelengths and time scales [5]. The study of NGC6334I is a prime
example of this multi-instrument approach. At a distance of 1.3 kpc [6], the region harbours
multiple possible protostars in the millimetre peaks MM1-MM9 detected by the Atacama Large
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Millimetre/Submillimetre Array (ALMA) [7]. NGC6334I-MM1 harbours multiple outflows, a
∼ 0.5 pc NE-SW jet [8], a N-S jet and the blueshifted half of a NW outflow has been detected
[5]. These jets indicated at least three previous ejection events. An important discovery was the
observation and confirmation of an accretion burst in this region [9]. Simulations have shown
that high mass young stellar objects (HMYSOs) gain significant portions of their mass in episodic
periods of high accretion due to the infalling of fragments from the protostellar disc [10]. As
the HMYSO absorbs the fragment, its natal region heats up significantly. Observationally, an
accretion burst is most clearly shown by the significant increase in the region’s dust temperature.
Due to the dust temperature increase, various maser species and chemical line emission may flare
significantly [11]. It was found that NGC6334I-MM1 had a luminosity increase of a factor of
16.3 ± 4.4 [12]. Significant flaring in the 6.7 GHz methanol masers, and the 22 GHz water
masers was also found co-temporal with the dust temperature increase [10]. Interferometric
observations with the Karl Jansky Very Large Array (JVLA) of 22 GHz water masers showed
interesting behaviour, close to the accreting HMYSO (MM1B) the water masers were dampened
close to the HMYSO, but had an order of magnitude flare in a region ∼ 3000 AU from the source,
CM2 [5]. High resolution multi-epoch VLBI observations using KaVA, a collaboration between
the Korean VLBI network (KVN) and the Japanese VLBI Exploration of Radio Astrometry
(VERA) of 22 GHz water masers relative proper motions measured an average proper motion
of 86 km s−1, tracing a major outflow with a position angle of −79.4◦ [13]. This measurement
of another NW-SE jet, separate from the N-S jet, shows that the HMYSO/HMYSOs driving
the jets in MM1 have had multiple previous accretion bursts leading to ejection events. As
there have only been few observations of accretion bursts, the effects of the burst on the natal
environment on the HMYSO is still poorly understood. In this paper we present preliminary
results of multi-epoch 22 GHz water maser observations with VERA, as a continuation of a
multi-epoch and multi-instrument campaign to probe the region. This data set is unique in that
it traces water maser proper motions before and during the burst.

2. Observations and data reduction
We used the 4-antenna VERA array to undertake 7 epochs of observation of the 22 GHz
water masers associated with NGC6334I. The pointing centre was (α, δ)=(17h20m53.377s,
−35◦46′55.808′′) in the J2000.0 epoch. The data reduction procedure and proper motion
calculations were similar to the procedure described in [13]. To be able to compare the
proper motions before and during the burst, we split the seven epochs into pre-burst epochs
(4 epochs 2014.72-2015.28) and burst epochs (3 epochs 2015.88-2016.19). We then traced the
proper motions for the pre-burst and burst epochs respectively. Individual maser detections (2D
Gaussian fits in an individual channel), which we call “maser spots”, were averaged into “maser
features”. Maser features are regions assumed to be moving together due to similar motion
and to be in the same channel with equal VLSR. The positions in (α, δ) of the maser features
over time were fit linearly to time to calculate the proper motion (µx, µy) = (∆α cos δ, ∆δ)
mas yr−1. We performed self-calibration on the maser maps by choosing the brightest feature
in UCHII-W1 as a reference maser. We did not perform phase referencing to obtain absolute
position information on this feature, so our water maser positions are relative to the position of
the reference maser. The same reference maser was used in all epochs. As the proper motions
are relative in the reference maser’s velocity frame, they can, therefore be shifted by adding a
constant vector ~µR, the proper motion of the reference maser. To be able to compare the proper
motions with previous KaVA results, we shifted the VERA proper motions by a constant velocity
vector ~µR = (−1.94± 0.3, 17.3± 0.4) mas yr−1 and position P~R = (−0.68921, 5.28800) arcsec.
This shift was calculated by calculating the vector so that the proper motion and position of the
VERA reference maser corresponds to the proper motion and position of the same maser region
in the KaVA observation (ID: 70-73 of Table 1 of [13]). The uncertainty in the proper motion of
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Table 1: General characteristics of water maser proper motions detected by VERA before and
during the burst. Columns 2, 3 and 4 are the number of detections, average transverse velocity
(in km s−1) and the error of the velocity (in km s−1) before the burst (4 epochs, 2014.72-2015.28).
Columns 5, 6 and 7 are the same quantities for the water maser proper motions during the burst
(3 epochs, 2015.88-2016.19).

Region #Detections v̄ δv̄ #Detections v̄ δv̄
All 125 82 38 102 85 36
CM2 49 112 26 55 111 23
MM1-W1 14 95 24 7 81 22
UCHII-W1 44 48 24 20 48 20
UCHII-W2 10 52 9 13 39 6
UCHII-W3 4 97 29 7 74 4

the VERA reference maser is known as it was previously derived in the KaVA observations and
was taken into account. The error on the KaVA reference maser induces an error < 10% in our
VERA proper motions in the KaVA velocity/position frame. This shift gives us good ground to
compare the proper motions measured using the two instruments, noting that VERA has worse
angular resolution and sensitivity.

3. Results
Table 1 shows the most general results for the water maser proper motions. The average proper
motions stayed the same before and during the burst although the number of detections dropped
by 19.4%. Figure 1 shows the proper motion positions, orientations and magnitudes. CM2
showed little variation in the number of detections and average proper motions but new maser
features were excited in CM2 during the burst on both edges of the bow shape. MM1-W1 had
northerly point proper motions both before and during the burst. The number of detections
halved, and the average proper motion dropped by 10%. Notably, all the water masers detected
pre-burst dropped below detection limits in the burst epochs and new masers were detected in
a region 12 AU to the north-east. UCHII-W1 had almost half of the detections, although the
average proper motion was completely unchanged. The region has a group of maser detections
which also dropped below detection limits before the burst and new detections were made
12 AU to the north-east, similar to MM1-W1. UCHII-W2 had 3 more detections (from 10)
and had a reduced average proper motion, although the orientatitions and magnitudes of the
proper motions stayed relatively constant before and during the burst. UCHII-W3 had 3 more
detections (from 4), and a reduction of 24% in average proper motion, with a notable decrease in
the error on the mean from δv̄ = 29→ 4 km s−1. The maser features detected before the burst
in UCHII-W3 were not detected during the burst, and two new features were excited during the
burst ∼ 100 AU to the east.

4. Discussion
4.1. VERA and KaVA proper motions
The water maser proper motions traced with VERA can be compared with water maser proper
motions observed with KaVA [13]. The VERA observations, although less sensitive and with
lower angular resolution, covers a longer time. We also detected some proper motions not
detected by KaVA. UCHII-W2 and some features in UCHII-W1 were not detected by KaVA.
The VERA results further confirm the KaVA results. The proper motions calculated in CM2
align very well. The following discrepancies should be noted: With the VERA observations,
we detected quite clear upward motion with v̄ ∼ 90 km s−1 in MM1-W1, while in the KaVA
observations we detected complicated motions with v̄ ∼ 43 km s−1. In UCHII-W1 the average
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Figure 1. The panels on the left (a,c,e) are the pre-burst proper motions and the panels on
the right (b,d,f) are the proper motions during the burst. The name of each region is written
in red using the same naming convention of [13]. Panels e and f also contain zoom-ins of a
region in UCHII-W1, note the different distance scales of the different regions. For clarity, the
panels before and after the peak of the accretion burst were labelled “before” and “after”. The
positions and orientation of the arrows indicate the positions and orientations of the proper
motions. The colour scale indicate the radial velocity. On the bottom left of each plot is the
linear distance scale, and the linear velocity scale for the arrows.

proper motion differs by 16 km s−1 during the burst between VERA and KaVA. In both regions
the water maser spatial distribution was very complicated, and errors in the calculation in the
maser features might be the cause of the discrepancy. Note that due to the three additional short
baselines in KaVA, it has significant improvements in sensitivity over VERA. VERA detected
significantly less proper motions during the burst in both regions than KaVA, and the high
velocity northward motions in MM1-W1 is visible in Figure 5 of [13], although proper motions
derived from fainter spots point in other directions, changing the average. In UCHII-W1 the
same can be noted. In summary: The differences are due to selection effects due to the sensitivity
and angular resolution differences in the instruments.

4.2. Insights into water maser variability
22 GHz water masers are famously variable [14], and this causes a lot of difficulty in the
interpretation of their proper motions. Observationally, there is no difference between a newly
excited maser spot with the disappearance of another spot, and a real proper motion. If water
masers in a region are variable in a timescale of multi-epoch observations, discerning real proper
motions from re-excitations is a difficult task. It is therefore imperative to constrain water maser
variability to reduce false detections in water maser proper motions. In the case of NGC6334I,
we have an excellent testing ground to refine water maser interpretations. The accretion burst
did not cause changes in gas kinematics of most of the water maser regions (for a fast jet of 400
km s−1, it would take decades for the material from the burst to reach most regions we observe).
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Therefore, the abrupt differences in the spatial distribution of the water masers must be due to
radiative changes in the maser environment. In NGC6334I, both dampening and amplification
of water masers has been seen [15]. Dampening of water masers due to increases in the external
radiation has been seen by [5], and we see the anti-correlation with radiation in the destruction
of the water maser regions MM1-W1 and UCHII-W1. This can be explained by a heat wave
that caused unfavourable masing conditions as was already seen in this region by [5]. On the
other hand, amplification of water masers due to an increase in external radiation has not been
adequately explained. 22 GHz water masers are seen as collisionally pumped, as they typically
form in environments with high kinetic temperatures such as shock fronts or turbulent regions.
This is contrary to 6.7 GHz methanol masers, which are radiatively pumped. Co-spatial water
and methanol masers have been found to be anti-correlated [16]. In NGC6334I it is not clear
if this was the case. CM2 brightened significantly [5] due to an increase in external radiation
associated to the accretion burst. This observation stands contrary to the “collisionally pumped”
paradigm. Two realistic alternatives to explain this phenomenon have recently come to the fore.
One explanation is an unpublished possible “radiatively pumped” 22 GHz water maser that
occurs at high densities and low kinetic temperature (Gray M., 2021, private communication).
This can be tested by seeing if there are co-spatial correlated 6.7 GHz methanol and 22 GHz
water masers. There are 6.7 GHz methanol masers in CM2 [9]. Figure 9 of [15] shows a time
series of 22 GHz water, 6.7 GHz methanol and other maser species close to the systemic velocity
of the source (−7.6 km s−1). They found a clear correlation between the 6.7 GHz methanol and
water maser fluxes. From VLA K band observations of [5] it is known that CM2 is by far the
brightest source of 22 GHz water masers at that velocity. [17] imaged the 6.7 GHz methanol
masers with VLA, and showed that the brightest methanol masers at that velocity are not in
CM2, but about 1200 AU north from the probable source of the accretion burst MM1B. There
are faint 6.7 GHz methanol masers in CM2. VLA K and C band observations from 2019 (Project
ID: 19A-256) can be used to test the radiatively pumped water maser hypothesis by comparing
the water and methanol maser maps to 2017 observations. This data is publicly available at the
time of writing. The 2019 6.7 GHz CH3OH results are planned to be presented early in 2022
(Hunter T., private communication), while the 2019 K band data is still being processed. The
second hypothesis is that the water masers stay “collisionally pumped”, but that the simple
correlation/anti-correlation to radiation for 22 GHz water masers is a simplification. Modelling
of formaldehyde masers show a complex relationship between maser gain and the radiation field,
where the maser gain in a certain part of parameter space (density and kinetic temperature) is
dampened by external radiation, while other parts of parameter space seems to be undergoing a
flare. This means that an observer might observe a flare of one maser spot and a dampening of
another in the same radiation field if the spots are in regions of different kinetic temperatures
and densities (van der Walt J., 2021, private communication). This hypothesis can be tested by
more detailed modelling of water masers using variable background radiation. A consequence
of this hypothesis is that the temporal variation in water masers might be used to constrain the
time dependence of densities, kinetic temperatures and radiation fields.

5. Conclusion
We have reported high-resolution water maser proper motions in the accretion bursting source
NGC6334I before and during the burst. We detected proper motions in CM2, MM1-W1 and the
southern UCHII region. We found proper motions consistent with previous studies, and have
found destruction and re-excitation of two water maser regions: MM1-W1 and UCHII-W1. We
have also discussed possible ways to test new insights into water maser pumping models. Future
studies with JVLA water maser maps could test these models. Accretion bursts in massive
protostars are showing to be interesting phenomena in themselves, and also helpful test beds for
other physical phenomena.
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Abstract. Blazars are a subclass of radio-loud active galactic nuclei, with relativistic jets
closely aligned with the line of sight. These sources are highly variable across all time-scales,
and emit non-thermal emission across all wavelength regimes. Blazar-emission is characterised
by a double-humped structure in its spectral energy distribution, indicating different emission
mechanisms at play. At optical wavelengths, there is an underlying thermal component from the
accretion disc, broad line region, and dusty torus, making it difficult to separate the different
emission components. As part of a long term campaign, we are undertaking spectropolarimetric
observations of flaring blazars, using the Southern African Large Telescope. This could be used
to help disentangle the thermal from the non-thermal emission. We present results on the degree
of linear polarisation of a selection of fourteen blazars observed between April 2016 and June
2021 , with emphasis on five sources of interest. Three sources, namely 4FGL J0231.2-4745,
PKS 0537-441, and PKS 2023-07 were observed during/around periods of increased activity.
The degree of linear polarisation for all three of the above sources was observed to be higher
close to the peak of activity, and decreased as it returned to quiescence. Two sources, AP
Lib (a BLL) and PKS 1034-293 (an FSRQ) was observed continually over a period spanning
roughly one year. Both of these sources showed some variability in polarisation over the period
in question.

1. Introduction
Active galactic nuclei (AGN), the central active cores of some galaxies, are believed to be
powered by accretion of material onto a central supermassive black hole (SMBH). They display
broad-band emission across the entire electromagnetic spectrum which, in some cases, outshines
the host galaxy itself [1]. AGN present unique observational signatures across the different
wavelength bands, which led to many different classes of AGN being identified [2]. The unified
model suggests all AGN consist of a central SMBH and an accretion disc, a dusty absorber or
torus, broad- and narrow-line regions, and in some cases, a strong, collimated jet [3], and the
type of AGN observed depends strongly on the viewing angle of the observer.
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Table 1. List of FSRQs and BLLs observed with the SALT . The mean linear polarisation
was measured between 4000 Å and 8000 Å.

Target Type Obs. Date Mean Pol. (%) Target Type Obs. Date Mean Pol. (%)

4FGL J0231.2-4745 FSRQ 22/10/2019 27.5 PKS 0208-512 FSRQ 05/12/2019 27.4
29/10/2019 08.7 19/12/2019 05.3

AP Lib BLL 14/05/2020 05.3 PKS 0346-279 FSRQ 09/02/2018 18.2
08/06/2020 05.0 PKS 0426-380 BLL 17/01/2017 10.8
24/06/2020 03.4 20/02/2017 10.9
07/08/2020 08.9 PKS 0447-439 BLL 21/02/2017 05.1
04/09/2020 06.3 PKS 0537-441 BLL 14/01/2019 37.4
18/02/2021 03.4 05/03/2019 12.6
12/03/2021 05.2 PKS 0837+012 FSRQ 16/03/2021 10.6
04/04/2021 08.5 PKS 0907-023 FSRQ 19/01/2017 05.1
11/04/2021 09.1 PKS 1034-293 FSRQ 15/05/2020 16.2
21/04/2021 11.0 08/02/2021 17.9
02/05/2021 08.6 17/03/2021 13.8
08/05/2021 09.6 09/04/2021 12.7
14/05/2021 07.1 05/06/2021 19.1
03/06/2021 06.2 PKS 2023-07 FSRQ 14/04/2016 27.5

PKS 0035-252 FSRQ 20/07/2018 02.6 04/10/2018 09.1
PKS 0131-522 FSRQ 19/11/2017 07.8 TXS 0506+056 BLL 14/10/2017 10.7

22/11/2017 06.4 20/10/2017 08.6

Blazars are a radio-loud subclass of AGN, with relativistic jets that propagate in a direction
closely aligned with the observer’s line of sight (viewing angle < 10◦). As a result, the non-
thermal emission originating in the jet is highly Doppler boosted, making blazars the brightest
gamma-ray sources in the extragalactic sky [4]. Blazar emission is extremely variable on all
time-scales ( on time-scales from minutes up to several years), with dramatic variation present
across the entire electromagnetic spectrum. Blazars are subdivided into two different categories,
namely BL Lac type objects (BLLs) and Flat-Spectrum Radio Quasars (FSRQs). These can be
distinguished by their optical spectral features: FSRQs display strong, broad emission lines ,
while BLLs display absorption or weak emission lines, or featureless spectra dominated by the
non-thermal jet emission [2].

The spectral energy distributions (SEDs) of blazars are characterised by a double-humped
structure. The lower-energy component (radio to optical/UV and sometimes soft X-rays) is
powered by synchrotron emission from relativistic electrons in the jet. However, both leptonic
and hadronic models have been previously postulated for the high-energy (X-ray to gamma-
ray) component. The leptonic model assumes that the high-energy emission is dominated by
Compton scattering of low-energy photons, whereas the hadronic model assumes that the high-
energy component is produced through proton-synchrotron radiation or photomeson processes
[4]. At optical wavelengths, there is also an underlying thermal contribution originating from the
accretion disc, dusty torus, broad-line region (BLR) and host galaxy [5]. Since both the leptonic
and hadronic models are able to reproduce blazar SEDs, separating the emission regions can
be very difficult.

Polarimetry can be used as a diagnostic tool to disentangle the emission components in blazar
SEDs. In the optical, it serves as a tool to separate the thermal (non-polarised) contributions
from the non-thermal (polarised) contributions, allowing constraints to be placed on the jet’s
magnetic field structure, the non-thermal electron population, and the state of the accretion disc
[5]. Here we present optical spectropolarimetry observations of a selection of blazars observed
with the Southern African Large Telescope (SALT).
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Figure 1. Spectropolarimetry observations of 4FGL J0231.2-4745 taken around a period of
increased activity, where a) is the spectra and b) the observed degree of linear polarisation.

2. Observations
The spectropolarimetry observations (listed in Table 1) were taken with the SALT to observe
blazars in different states, as well as track the long-term evolution of the degree of polarisation in
both BLLs and FSRQs. The observations were performed using the Robert Stobie Spectrograph
(RSS) in spectropolarimetry LINEAR mode to measure the degree of linear polarisation [6, 7].
The sources were observed using either the pg0300 grating ( with a resolving power of R= 190–
560 from 3400 Å to 9867 Å) or with two orientations of the pg0900 grating (R= 620–1655
from 3750 Å to 9000 Å), with either the argon or thorium-argon arc lamp used for wavelength
calibration.

Data reduction was performed using a modified version of the polsalt reduction
pipeline (https://github.com/saltastro/polsalt.git). The modification allowed the wavelength
calibration to be performed using the iraf/noao package (http://ast.noao.edu/data/software).
Additional cosmic-ray cleaning was performed in python using the lacosmic package
(https://github.com/larrybradley/lacosmic.git). All other reductions followed the standard
procedure given by the polsalt pipeline. The two larger spaces in the spectra are due to gaps
in the CCD detector mosaic, and the smaller missing region at ∼5600 Å is due to the removal
of a skyline.

3. Results
3.1. Flaring Blazars
Figures 1 - 3 show the spectropolarimetry results on three blazars during both flaring and/or
quiescent state. The spectra are normalised with respect to counts, and the degree of linear
polarisation is represented as a percentage. Using the normalised spectra allows us to show
the relative change in the emission/absorption line strengths. 4FGL J0231.2-4745 (Figure
1) was observed twice around a period of increased gamma-ray, X-ray and optical emission
[8, 9, 10], where the gamma-ray flux increased by a factor of ∼60 with respect to the reported
catalogue value [8] on 2019 October 19. The observations showed a significant decrease in linear
polarisation from the first observation on 2019 October 22 to the second a week later (2019
October 29). There is also an increase in the equivalent width of the Mg II line, which indicates
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Figure 2. Spectropolarimetry observations of PKS 0537-441 taken around a period of increased
activity, where a) is the spectra and b) the observed degree of linear polarisation.
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Figure 3. Spectropolarimetry observations of PKS 2023-07 taken during a flaring and non-
flaring state, where a) is the spectra and b) the observed degree of linear polarisation.

a decrease of the non-thermal emission component between the two observations. In FSRQs,
the non-thermal, beamed jet-emission often outshines the host galaxy, BLR, and accretion disc.
Hence, a strengthening of the non-thermal component during a flare can cause the emission lines
originating in these regions to appear less prominent/weaker than during quiescence [2].

PKS 0537-411 (Figure 2) was observed at the start of a period of increased activity following
a quiescent period [11]. The two observations were taken 50 days apart. While the observations
show no significant change in the equivalent width of the Mg II line, they show a large change
in the degree of linear polarisation (decrease from 37% to 13%). The publicly available
data from the monitoring of Fermi -LAT sources indicated that, in the weekly bins, there
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Figure 4. Long-term spectropolarimetry observations of AP Lib, a BLL. Observations were
taken from 14 May 2020 to 3 June 2021 . Here, only a selection of five observations are shown,
with each colour representing an observation date, and a) is the spectra and b) the observed
degree of linear polarisation.

was a decrease in the flux (>100 MeV) by a factor of ∼1.8 between these two observations
(https://fermi.gsfc.nasa.gov/ssc/data/access/lat/msl lc/).

PKS 2023-07 (Figure 3) was observed once during a flaring state in April 2016 [12], and
once during a quiescent state in October 2018. The optical spectrum clearly shows the switch
from being dominated by the non-thermal synchrotron emission where no emission lines are
observable during the flare, to showing a Mg II emission line during the quiescent state. The
degree of polarisation changed by roughly 18% between the two observations.

3.2. Long-term Monitoring
Long-term monitoring of AP Lib (a BLL) and PKS 1034-293 (an FSRQ) has been performed
over approximately one year (May 2020 to June 2021) to study the long-term variation in
polarisation. Although there were no large changes in the degree of linear polarisation for either
of the sources, there was definite variation over time. The spectropolarimetry results are shown
in Figures 4 and 5, respectively, where the spectra are normalised with respect to counts.

4. Discussion and Conclusion
To date, the degree of polarisation has been successfully measured for fourteen blazars, both
BLLs and FSRQs, during both flaring and/or non-flaring states. For the two sources presented
in Figures 1 - 2, observations were taken during periods of increased activity. For these sources,
the degree of linear polarisation decreased substantially after the initial observations. The blazar
presented in Figure 3 was observed during a flare, along with a follow-up observation taken some
time later during quiescence. We expect the thermal component to contribute more at shorter
wavelengths. Therefore, there should be a general decrease in the degree of linear polarisation
towards the bluer end, and it appears to be the case for the three blazars in question.

For the two long-term sources, both AP Lib (BLL, Figure 4) and PKS1034-293 (FSRQ,
Figure 5), displayed some variability in polarisation over the observational period. The FSRQ
source had a higher mean polarisation (12-20%) than the BLL (3-12%), while the BLL showed
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Figure 5. Long-term spectropolarimetry observations of PKS 1034-293, an FSRQ. Observations
were taken from 14 May 2020 to 05 June 2021, with each colour representing an observation
date, and a) is the spectra and b) the observed degree of linear polarisation.

a slightly larger range in polarisation. However, this may be due to observational bias and can
only be confirmed through more observational data.

These are the initial results from an ongoing, long-term project. The variation found in the
degree of linear polarisation will now be compared to the multi-wavelength behaviour of these
sources. The change in the measured polarisation could be used in the modelling of the blazars’
jet-behaviour.

Acknowledgments
All of the observations reported in this paper were obtained with the Southern African Large
Telescope (SALT) under program 2018-2-LSP-001 (PI: DAH Buckley) and program 2019-2-
MLT-001 (PI: B van Soelen).

References
[1] Padovani P 2017 Front. Astron. Space Sci. 4 12-18
[2] Beckmann V and Shrader, C R 2012 Active Galactic Nuclei (Weinheim: Wiley)
[3] Urry C M and Padovani P 1995 PASP 107 803-45
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Abstract. Gamma-ray binaries are a small (<10) subclass of high mass binary systems that
display non-thermal emission peaking in the gamma-ray regime (≥ 1 MeV). All known systems
contain an O/Oe or B/Be star and a compact object in the mass range of a black hole or neutron
star. In order to interpret how the non-thermal emission is produced, the orbital parameters
need to be determined. HESS J0632+057 is a gamma-ray binary comprising of a Be star and
an unknown compact object with an orbital period of ∼317 days. Two previous studies by
Casares et al. 2012 and Moritani et al. 2018 obtained two different and incompatible orbital
solutions. We are undertaking a long-term observational campaign with the High Resolution
Spectrograph on the Southern African Large Telescope to establish the radial velocities in order
to differentiate between the two proposed orbital solutions. The initial results, from the first
observing semester, of Voigt profile fitting to the Hα, Hβ and H γ Balmer emission lines show
changes over the observation period, indicating variation within the circumstellar disc, while
the radial velocities display a general trend of decreasing with time that is consistent with the
Moritani et al. solution.

1. Introduction
Gamma-ray binaries are a rare subclass of high mass binaries displaying multiwavelength non-
thermal emission that peaks at energies greater than 1 MeV in a νFν representation. Currently
less than 10 systems have been identified. All comprise of a compact object, in the mass range
of a black hole or neutron star, orbiting an O/Oe or B/Be companion star (see e.g. [1] or
[2] and reference therein). The nature of the compact object remains unconfirmed for all but
two of the systems, where a young pulsar is observed in both PSR B1259-63/LS 2883 [3] and
PSR J2032+4127/MT91 213 [4]. Two scenarios have been proposed to explain the source of
the gamma-ray emission, namely the pulsar-wind scenario and the microquasar scenario. In the
pulsar-wind scenario, the compact object is a rotationally powered young pulsar. The interaction
between the stellar and pulsar wind produces a termination shock wherein particle acceleration
will take place. It has been suggested that this scenario would occur during a brief period in the
binary evolution of High Mass X-ray Binaries (HMXBs), before the neutron star has spun down
enough to allow accretion to occur. Alternatively, in the case of a black hole compact object, the
microquasar scenario would occur. Energy from an accretion disc around the compact object
powers a relativistic jet, wherein particle acceleration will take place. In both scenarios the
non-thermal emission arises from synchrotron and inverse Compton emission of the accelerated
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Figure 1: The binary geometry as determined by the Moritani et al. (a) and Casares et al.
solution (b) for orbital periods of 313 and 321 days, respectively. Superior conjunction and
inferior conjunction, as well as apastron and periastron are indicated on the orbital paths. The
phases for the maxima in the X-ray and TeV light curves are indicated by the broad red (phases
0.3-0.4) and blue (phases 0.7-0.8) lines. The observer views both systems from the bottom of
the page as indicated by the arrow.

electrons. A key aspect in modelling and interpreting the observed emission from these systems,
is knowing the orbital parameters of the system.

The gamma-ray binary HESS J0632+057 is composed of the Be type star MWC 148 and an
unknown compact object, in a ∼317 day orbit (see recent studies by Malyshev et al. 2019 [5]
and Adams et al. 2021 [6]). The Be star is surrounded by a circumstellar disc, as evident by
the emission lines in the optical spectrum. The observed X-ray and TeV emission displays two
maxima in their light curves, at orbital phase 0.3-0.4 and 0.7-0.8 [7]. Two previous studies, by
Casares et al. 2012 [8] and Moritani et al. 2018 [9], have previously undertaken radial velocity
measurements to determine the orbital parameters of HESS J0632+057. However, they obtained
two incompatible solutions. Casares et al. determined the orbital parameters from radial velocity
measurements obtained from the faint He I 4471 Å, 4731 Å and 5048 Å photospheric absorption
lines, whereas Moritani et al. measured the radial velocity from the wings of the Hα emission
line. The orbital geometry for the two solutions is shown in Figure 1. Moritani et al. proposed
that the maxima in the X-ray and TeV light curves could be attributed to the compact object
passing through the Be star’s circumstellar disc, tilted with respect to the orbital plane of the
system. The inclined disc model has also been discussed by Malyshev et al. 2019 [5], where
they used this interpretation to constrain parameters for the position of periastron and the
eccentricity which are compatible with the Moritani et al. solution. They also obtained an

orbital period of 316.8
+1
0
.
.
2
4
stat

stat−
+1
1
.
.
4
0
sy

sy

st

st
days from analysis of the Swift-XRT data. Spectral energy

distribution modelling of the X-ray and TeV observations by Archer et al. 2020 [10] favour a
pulsar-wind scenario; this is consistent with the Moritani et al. solution. An analysis of long-
term X-ray and gamma-ray observations reported by Adams et al. 2021 [6] found orbital periods
of 317.3±0.7stat±1.5sys days (X-ray) and 316.7±4.4stat±2.5sys days (gamma-ray). In addition,
an independent solution for the binary parameters (which are within range of the proposed
solution by Moritani et al.) has been proposed by Tokayer et al. 2021 [11], based on modelling
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the Swift-XRT light curve.
Although there appears to be some consistency in the various different studies with the

Moritani et al. solution, optical radial velocity measurements provide a model-independent
method to determine the binary parameters. While the method used in Moritani et al. has
previously been applied to other binary systems containing Be stars (see [12], and reference
therein), it would be preferable to obtain consistent radial velocities from both the emission and
absorption lines.

Here we discuss the initial results from a long-term observation campaign to observe HESS
J0632+057 using the High Resolution Spectrograph [13] on the Southern African Large Telescope
[14], presenting the radial velocity measurements obtained from the Balmer emission lines.

2. Observations, data reduction and analysis
Five spectroscopic observations were obtained with the HRS in High Resolution mode (R∼
65000-74000) on SALT between December 2020 and February 2021. Each observation consisted
of three 600 s exposures. The CCD reduction, spectral extraction, wavelength calibration and
flat fielding was performed using the HRS pipeline described in Kniazev et al. 2016 [15]. The
merging of the different orders was performed in python. The three observations taken for each
night were averaged together, continuum corrected and adjusted to the barycenter. The change
in the Balmer emission lines over the observations is shown in Figure 2.

As a first step, we have measured the radial velocity from the Balmer emission lines, Hα, Hβ
and H γ, similar to Moritani et al. For each line we fit a Voigt profile to the wings of the emission
feature, which was taken as where the emission decreased below half of the peak intensity. An
example of the profile fits are shown in Figure 3. The difference between the centre of the fitted
lines and the rest wavelength was used to calculate the radial velocity.

3. Results and discussion
Over the observation period, the emission lines show a clear variation. The Hα does not show
a clear double peak structure, but the line does shift from single peaked, to an indication of a
double peak on 2020 December 25, to be single peaked again. The Hβ and H γ lines are double
peaked in all observations. The Hβ line shows a stronger component in the blue, which shifts
through the observations, while similarly, the H γ lines show small shift in the V/R variation.
This variation indicates changes in the circumstellar disc, including any change to the symmetry
of the disc or regions of higher density (see e.g. [16]).

In order to minimize the influence of the changing shape of the emission lines, when measuring
the radial velocity, the Voigt profiles were fit to the wings of the lines, as stated above. Since the
circumstellar discs of Be stars are Keplerian (see e.g. [17]) the region of the disc closest to the
star will have the highest rotation velocity, contributing more light to the wings of the emission
lines. The radial velocity measurements for these observations are compared to the orbital
solutions presented by Casares et al. and Moritani et al. is shown in Figure 4. For consistency,
we have used the orbital periods of 321 and 313 days, given by Casares et al. and Moritani
et al. respectively, to phase fold the radial velocities obtained in this work. The difference
between these orbital periods and the recent orbital period estimate of ∼317 days, should not
significantly impact our analysis. The radial velocities show a general trend of decreasing with
orbital phase, and are more consistent with the Moritani et al. solution. There is a systematic
difference between the different radial velocities measured for the different lines, but this is on
the order of a few×km s−1 and the errors shown are statistical, derived from the goodness of fit
of the Voigt profile.
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(a)

(b)

(c)

Figure 2: The variation of the Hα (a),
Hβ (b) and H γ (c) Balmer emission lines
over the observation period. Spectra are
normalized and offset for clarity.

(a)

(b)

(c)

Figure 3: Examples of the Voigt profile
(red line) fit to the wings of the Balmer
lines (thick dotted region). The average
of the Hα (a), Hβ (b) and H γ (c)
Balmer lines (thin gray line) is shown for
illustration.

4. Conclusions
Initial results from spectroscopic observations obtained from SALT showed the emission line
profiles changed over the observation period (Figure 2), indicating variations within the
circumstellar disc, while the radial velocities display a general trend of decreasing radial velocity
with time for all the Hydrogen emission line fits (Figure 4). These results are more consistent
with the Moritani et al. solution. In future work the analysis will be performed for the weaker
absorption lines originating from the Be star’s photosphere. Further observations are proposed
to increase the signal-to-noise and obtain full orbital phase coverage to accurately determine the
orbital parameters of the binary.
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(a) (b)

Figure 4: The radial veolcity measurements of the Balmer emission lines obtained in this work
(black data points), plotted against the phase relative to the Moritani et al. (a) and Casares
et al. (b) models of their orbital solutions. The error shown in the radial velocities are purely
statistical, derived from the goodness of fit from the Voigt profile fits to the wings of the Hα,
Hβ and H γ Balmer emission lines.
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Abstract. Nearby galaxy groups are the place in which non-secular processes have the greatest
impact on galaxy formation and evolution. We examine, using multiple wavebands, the processes
that play a significant role in galaxy evolution in the central brightest group early-type galaxies
(BGEs) of an optically selected, statistically complete sample of 53 nearby groups (<80 Mpc;
CLoGS sample). The CLoGS sample has been observed in radio 235/610 MHz (GMRT), CO
(IRAM/APEX) and X-ray (Chandra and XMM-Newton) frequencies and also has a wealth of
archival Far-UV and mid-infrared data. Characterizing the BGEs based on their X-ray group
environment and radio properties we examine the relations between i) radio-AGN activity and
X-ray intra-group gas and ii) between the molecular gas content, its morphology and the status
of their star formation. We suggest that active star formation is promoted by the presence of
cold gas in the form of disks whereas AGN radio jet activity mainly emanates from an X-ray
bright Intra-group medium (IGrM), with AGN feedback in galaxy groups manifested either as
a smooth continuous thermal regulation, or also as an extreme outburst that may affect the
group gas dramatically.

1. Introduction
More than half of all galaxies reside in galaxy groups [1]. Groups are a diverse class, ranging
from spiral-dominated systems rich in HI and molecular gas, to more massive, evolved systems
dominated by early-type galaxies, with little cold gas but often hosting an extended hot X-
ray emitting intra-group medium (IGrM). The shallow potential wells of groups bring galaxies
close together at low velocities, making interactions and mergers common, and making groups
perhaps the most important environment for studies of galaxy evolution. The transition in gas
properties, as groups increase in mass, is related to the evolution of the galaxy population, with
some intermediate systems showing intergalactic structures of cold gas, or even a cold HI IGrM
[2].

X-ray bright groups are also a key environment for the study of Active Galactic Nuclei (AGN)
feedback, having almost universally short central cooling times and low entropies [3]. Evidence
of repeated cycles of AGN activity is relatively common, in the form of nested radio sources or
multiple sets of X-ray cavities. While most group-central radio galaxies conform to the known
relationship between the cooling luminosity of the IGrM and jet power (as measured from X-ray
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cavities, e.g., [4], there are cases where the AGN appears to be dramatically over-powered [5]
and recent studies have shown that groups can host larger radio galaxies than clusters [6]. It
is believed that these group-central AGN are fuelled by material cooled from the IGrM, often
observed in clusters as Hα and CO filaments (e.g., [7]). The amount of cooled material in X-ray
bright groups is typically smaller than in clusters (e.g., [8]) perhaps indicating, in combination
with the short cooling times, a more rapid cycling of the AGN.

At present, our understanding of the impact of the group environment on member galaxies
is largely based on optical and HI studies of low-mass compact groups, while studies of AGN
feedback have focused on relatively small numbers of well-known, highly X-ray luminous galaxy
groups. Selecting representative samples of groups is difficult, with both X-ray and optical
selection having important flaws. The wide variety of data needed to trace star formation,
different gas phases, and AGN activity is often only available in moderate redshift survey fields
where detailed analysis of the groups is impossible. We use one of the few samples of nearby
groups that is both representative and has the requisite supporting data at multiple frequencies
(X-ray, CO, radio and archival mid-IR, FUV and K band) to investigate in detail the relative
balance of different processes operating to transfer energy from the AGN and the IGrM, and
the role of star formation in the cooling gas.

As AGN in galaxy groups dominate feedback in the Universe as a whole, the detailed study
of the properties of cold gas and its link to star formation, will also have implications on our
global understanding of structure formation and galaxy evolution.

2. The sample: CLoGS
The Complete Local-Volume Groups Sample (CLoGS, [3]) is a statistically complete, optically-
selected set of 53 groups within 80 Mpc, with declinations >-30◦. The groups cover a range of
mass, richness and galaxy population, but all contain at least one large early-type galaxy,
since the original goal of the sample was to investigate AGN feedback. The sample has
an exceptionally rich supporting dataset: GMRT 235 and 610 MHz observations to trace
continuum emission from AGN and star formation ([9],[5]); XMM-Newton and/or Chandra
X-ray observations to provide information on their IGrM [3]; IRAM 30m or APEX CO
mass measurements for the dominant galaxies ([10],[8]); and a wealth of optical imaging and
spectroscopy, including (for subsets) MUSE IFU maps and long-slit spectra of the dominant
galaxies, and wide-field Hα imaging of the groups. In addition, due to its proximity CLoGS is
ideal for the study of star formation using catalog data in the FUV (GALEX), and mid-infrared
(WISE).

Another benefit of CLoGS proximity, is that it provides also the opportunity to study in
detail the AGN outburst properties and energetics of individual strong radio jet sources (e.g.,
NGC 4261, [11]) as well as the examination of galaxy interactions and their important role
in the development of a galaxy group and its formation history (see e.g., NGC 5903, [12] and
NGC 1550, [13]).

3. Results from multiple bands
3.1. X-rays, radio-AGN and gas content in group dominant galaxies
X-ray observations reveal that more than half (55%) of the CLoGS groups are X-ray luminous,
presenting a full scale X-ray halo; their hot gas halo extends >65 kpc (26/53; [3], O’Sullivan
2022 in prep), with the remaining systems having only limited or no hot intra-group medium
being generally spiral rich. The X-ray bright groups were misidentifed as single galaxies or
not detected at all in the Rosat All Sky Survey prior to our observations, which implies that
about 30% of the X-ray bright groups in the local universe might still be not known. On the
other hand, using GMRT radio observations at 235/610 MHz and archival VLA data, the radio-
AGN population of the central CLoGS group dominant galaxies appears at a high detection
rate (87%; 46/53) with the dominant galaxies presenting a wide range in radio power (1020

− 1025 W Hz−1) and projected size (∼3 kpc to 2 Mpc). Roughly half of the radio detected
dominant galaxies (53%) present point-like radio emission, followed by 19% having jets with
non-detections at 13%. The mean spectral index α235

610 is ∼0.68 with only 3.8% of the radio
sources presenting ultra-steep spectra (>2.5). Radio morphology is seen to correlate with the
dynamical youth of the groups as radio point sources are more common in the dominant galaxies
of spiral-rich systems whereas jet sources show no preference of their close environment ([9],[5])
and can emanate from a range (2-50 ×108M�) of black hole masses.
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Adding to the picture examination of the cold gas content in CLoGS groups’ dominant
galaxies, a relatively high detection rate is found for CO (∼40%). However the galaxies are
found to present short depletion times, suggesting that group-central galaxies must replenish
their molecular gas reservoirs on timescales of ∼100 Myr. The majority of the dominant galaxies
present signs of AGN (instead of star formation) dominance with at least half of them containing
HI as well as molecular gas ([10],[8]).

3.2. AGN feedback in group dominant galaxies
Combining radio and X-ray observations shows that 11/26 (∼42%) of X-ray bright groups host
jet systems with the radio non-detections appearing in groups which either possess a galaxy scale
X-ray halo or not one at all (X-ray faint groups). This suggests that gas cooling availability
is more likely to feed the central engine and give rise to radio jet sources, in contrast to X-ray
faint systems. The jet occurence in X-ray bright groups implies an AGN duty cycle >1/3 with
these central jet sources seen in systems that possess cool cores with short central cooling times
(tcool <7.7 Gyr; [3]) and low entropies in their cores (jet activity hasn’t increased significantly
the entropy in their central region).

Examining the balance in CLoGS groups between heating from AGN jet systems and cooling
from X-rays (cooling X-ray luminosity), it is found that AGN feedback in galaxy groups can
manifest as expected, as a smooth near-continuous thermal regulation without excessive cooling,
but in addition we have identified two systems (NGC 193 and NGC 4261) whose exceptionally
powerful AGN outbursts are delivering 100× more power into the intra-group medium than is
being lost by radiative cooling. Therefore, AGN feedback in galaxy groups can also manifest as
an extreme outburst which could potentially shut down cooling in the group for much longer
periods of time [9].

3.3. Star formation in galaxy groups
With all relevant information from multi-band wavelengths at hand for CLoGS groups (Far-
UV, and mid-infrared), we examine the star formation (star-formation rate -SFR-, specific star-
formation rate, stellar mass) and central AGN properties (e.g., radio power) of the dominant
early-type galaxies in relation to their gas content and the large-scale environment they reside
in. FUV magnitudes were drawn from the Galaxy Evolution Explorer (GALEX ; [14]) GR6 data
release1 with mid-infrared ones retrieved from the WISE mission catalog [15] at 3.4 µm (W1),
4.6 µm (W2), 12 µm (W3) and 22 µm (W4) with an angular resolution of 6.1′′, 6.4′′, 6.5′′

and 12′′ respectively. The near-infrared Ks-band magnitudes were taken from the Two Micron
All-Sky Survey (2MASS; [16]).

3.3.1. Results from SFR Diagnostics We find that the FUV star-formation rate
(SFRFUV ) in CLoGS group dominant galaxies is low (0.01 − 0.4 M� yr−1). Using the [FUV -
Ks] < 8.8 mag criterion from the study of [17] to distinguish between actively star-forming and
quiescent galaxies, we find that only 6/47 (∼13%) of the dominant galaxies are currently in some
form star-forming (namely NGC 252, NGC 924, NGC 940, NGC 1106, NGC 7252 and ESO507-
25). All of the six FUV bright systems share some common characteristics between them:
they are lenticular (S0 morphological type), cold gas rich, present low-powered radio sources
(P1.4GHz <1023 W Hz−1) and occupy X-ray faint groups. This suggests that, as expected,
the majority of the group dominant galaxies (87%; 41/47) are FUV faint (passive) with no
significant star-forming activity in agreement also with previous studies ([17],[18]).

The state of the dominant galaxies is also determined based on the mid-infrared diagnostics
by [19] and [20]. Examination of the mid-infrared activity of the CLoGS dominant galaxies
also reveals that the majority of the systems (87%; 46/53) occupy the spheroid region (W2 −
W3 < 1.5 mag) having little star-formation with only one system (NGC 4956) having a very
‘warm’ W1 − W2 color, thus characterized as mid-IR bright AGN and with only one system
having the reddest (W2 − W3 > 3 mag) color in the sample (NGC 7252) and characterized
as actively star-forming disk. Five systems are classified as mid-infrared intermediate disks,
namely NGC 252, NGC 940, NGC 1106, NGC 1779, and NGC 7377 with 3/5 of them being
also classed as actively star-forming based on [FUV - Ks] color, having the same characteristics
as the FUV bright ones.

1 https://galex.stsci.edu/GR6https://galex.stsci.edu/GR6
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3.3.2. Radio power in relation to SFRFUV and stellar mass Examining the relation
between radio power and SFRFUV with stellar mass for the CLoGS group dominant galaxies, we
find a lack of correlation denoting that the relation between AGN feedback and star formation
is dependent on a variety of factors and can hint to multiple governing related processes. We
suggest that this favors predominantly a combination of i) an external origin of gas (e.g.,
mergers) for some systems and ii) a stellar mass loss or cooling from the inter-stellar medium
or halo for some other CLoGS dominant galaxies instead of a single origin of gas supply for
the CLoGS sample that fuels the AGN and/or star formation related only with the host galaxy
itself.

3.3.3. Specific star-formation rate and gas content The majority of the CLoGS group
dominant galaxies exhibit low specific star-formation rates (sSFRs; ∼ 10−13 yr−1) with the six
FUV bright active star-forming galaxies presenting an order of magnitude higher sSFRs than
the rest of the sample. Adding to the picture information on the cold gas morphology for the
FUV bright systems, we find that 4/6 have gas disks suggesting that not only the presence of
cold gas, but also its dynamical state plays an important role. In addition, the fact that all of
these dominant galaxies are found in X-ray faint groups denotes that the cold gas is not likely
originating from the cooling of gas from a hot intra-group medium, but most probably has been
acquired through gas-rich mergers/tidal interactions.

On the other hand, we find that passive systems with lower sSFR values can either have
AGN feedback at work in powerful radio systems suppressing or keeping star formation at low
rates, or, in the case of low-radio power systems their gas deposit is not sufficient to fuel any
significant star formation or a powerful AGN which is inherent to their environmental properties
or linked to their groups evolutionary status/history. Examining the large scale environment
of passive systems we find that radio powerful AGN reside in X-ray bright groups showing the
connection between IGrM cooling and jet-mode feedback, with X-ray bright systems overall
presenting a range of SFRs, but lower than the SFRs seen in the active star-forming systems
-with the exception of NGC 315. This suggests that gas mass availability promotes fueling of
star formation in actively star-forming systems, with the presence of a cooling IGrM on the
other hand, being capable of promoting more powerful AGN, but not the fastest SFR, with
mergers/interactions being important factors for both star formation fueling and AGN.

4. Conclusions
We conclude that evolution in the nearby group dominant galaxies of the CLoGS sample is driven
not merely by a single process for all systems, but by a combination of secular processes and
mergers/interactions, regulated also by the environment in which they reside. In the near future,
observations with MeerKATs unprecedented sensitivity at L-band will allow us to examine in
more detail the neutral hydrogen content of nearby galaxy groups, as well as to complement the
continuum radio emission from AGN and star-forming galaxies.
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Abstract. A prominent aspect of the hunt for cold dark matter is looking for light scalar
candidates such as axion-like particles (ALPs). The coupling between ALPs and photons allows
for the spontaneous decay of ALPs into pairs of photons. It has been previously shown that
stimulated ALP decay rates can become significant on cosmic time scales. Furthermore, it
has been claimed, in several recent works, that ALPs can gravitationally thermalize and form
macroscopic condensates. Consequently, the photon occupation number of ambient populations
(like the cosmic microwave background) can receive Bose enhancement in dense ALP clumps
and grows exponentially. For cold dark matter ALPs, this can lead to radio emissions produced
from this process and could be observed by the forthcoming radio telescopes. In this work, we
investigate the detectability of such a radio signature from some astrophysical targets using the
MeerKAT radio telescopes. The results show that the MeerKAT telescope is able to probe the
ALPs parameter space with limits reaching the current level of the CAST experiment and the
potential level of the IAXO experiment with an arcminute visibility taper.

1. Introduction
Large amounts of stable cold dark matter are required to explain many astrophysical and
cosmological observations [1]. These include the rotation curves of galaxies [2], gravitational
lensing by galaxy clusters [3], and the power spectrum of the cosmic microwave background [4].
However, the nature of this dark matter is still one of the most perplexing unsolved problems in
cosmology and particle physics. This problem can potentially be explained by the presence of
non-baryonic dark matter candidates such as axions and axion-like particles (ALPs). Axions [5]
are pseudo-scalar bosons arising in the Peccei-Quinn mechanism proposed to solve the problem
of charge-parity invariance of the strong interactions in quantum chromodynamics (QCD) [6].
While ALPs are similar particles often predicted by a variety of string-theoretic extensions to the
standard model of particle physics [7]. Axions and ALPs have the same characteristics that are
determined by their coupling with two photons. The main difference between them is that the
coupling parameter for the QCD axions is directly related to the axion mass, however, this is not
necessarily the case for the generic ALPs. These axions and ALPs are believed to be very light
and weakly interacting with most of the standard model particles, see reference [8]. Because of
these properties, it is suggested that the total content of the cold dark matter in the universe,
or at least a portion of it, may well consist of axions and ALPs [9, 10, 11].

In recent years, the search for dark matter particles in the form of axions and ALPs has
grown enormously, for simplicity we will use the term ALPs to refer to both axions and ALPs.
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Most of the current search for direct detection of ALPs depends essentially on their coupling
with photons via a two-photon vertex [12]. This coupling can allow for the conversion of ALPs
into single photons a → γ through the Primakoff effect in the presence of an external magnetic
field, see recent works [13, 14]. This coupling may also allow for the decay of ALPs into pairs
of photons a→ γ + γ, see recent works [15, 16]. While the first process received more attention
in the research, we are now focusing on deepening our understanding of the second process. In
our previous work [15], we studied the stimulated decay of ALPs and the influence of plasma
effects on this process. Then we compared the predicted fluxes produced from this process with
the sensitivity of the Square Kilometer Array (SKA) and the MeerKAT radio telescopes. We
found that the point source sensitivity of the MeerKAT telescope had very limited potential for
probing the ALP coupling-mass parameter space. In this work, we study the possibility of using
different taper scales as an effective tool to improve the limits that the MeerKAT telescope can
put on the coupling parameter between ALPs and photons. This tapering approach has been
used for indirect radio detection of dark matter in a previous work [17]. We find that the use of
taper calculations is able to improve the MeerKAT limits on the ALP-photon coupling by about
an order of magnitude.

The structure of this paper is as follows. In Sections 2, we briefly discuss the spontaneous
and stimulated decay of ALPs into pairs of photons. Then, we discuss the sensitivity of the
MeerKAT telescope and the use of the tapering approach to improving it in Section 3. Next, in
Section 4, we check the capability of the MeerKAT telescope to put new limits on the coupling
parameter between ALPs and photons. Finally, our conclusion is provided in Section 5.

2. Spontaneous and stimulated decay of ALPs
The fundamental process that describes the phenomenology of ALPs is the interaction between
them and photons through the ALP-two-photon vertex. The Lagrangian equation that describes
the electromagnetic field in interaction with the ALP field is given by [12]

`aγ = −1

4
gaγFµνF̃µνa = gaγ E ·B a . (1)

Here a is the ALP field, Fµν is the electromagnetic field strength, F̃µν is its dual, and gaγ

is the ALP-photon coupling parameter. While E and B represent the electric and magnetic
fields respectively. The presence of the ALP-two-photon interaction vertex makes possible
the spontaneous decay of an ALP with mass ma into pair of photons, each with a frequency
ν = ma/4π. The decay time of ALPs can be expressed as inverse of their decay rate in terms of
the ALP mass and the ALP-photon coupling as in [18]

τa ≡ Γp
−

e
1
rt =

64π

m3
a ga

2
γ

. (2)

For the typical QCD axion with mass ma ∼ 10−6 eV and coupling with photons gaγ ∼
10−12 GeV−1, the lifetime τa is about 1.32 × 1047 s. This lifetime for axions is large enough
comparing to the current age of the universe 4.3× 1017 s to say that this type of particle is very
stable on the cosmological scale. This might be the main reason for not focusing on searching
for a detectable signal produced from the spontaneous decay of ALPs in the literature. However,
this is ignoring the fact that ALPs are bosons. They have very low mass and accordingly they
may exist with very high occupation numbers forming a Bose-Einstein condensate with only
short-range order. These condensates may thermalize due to their gravitational attraction and
self-interactions to spatially localized clumps comprising the dark matter halos around galaxies
[19, 20]. In the presence of background photon population with high occupation number fγ , the
stimulated decay of ALPs condensate is highly likely with an effective decay rate expressed as

Γeff = Γpert(1 + 2fγ) . (3)
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Such systems with very high occupation numbers are well described by a classical field
approximation [21]. Using the classical equation of motion; the stimulated decay time of ALPs
was calculated to be just about 10−7 s, which is dramatically small comparing to the spontaneous
decay time. This is problematic because theoretically ALPs are expected to be left-over from the
early universe and their very short lifetime implies that they must decay so rapidly. Therefore
according to this scenario, ALPs must have vanished a long time ago, and we can not hope
for any current observable signal to remain due to their stimulated decay. The expansion of
the universe and the plasma effects slow down the decay rate of ALPs and explain the huge
discrepancy between the classical and the standard calculations [22]. Considering that the mass
range m0–m1 (these masses were placeholders for the range allowed by the cosmic plasma) will
be able to sustain large populations into the present epoch while undergoing stimulated decay
[23], we estimate the radio emissions which can be produced from the stimulated decay of ALPs
if they form the total dark matter content of galactic halos. Then, we compare the predicted
fluxes with the sensitivity of the MeerKAT telescope in order to determine the region of the
mass-coupling parameter space that is accessible to MeerKAT.

3. The MeerKAT radio telescope and the taper sensitivity calculations
The MeerKAT radio telescope is a precursor for the SKA system in South Africa which would be
the most sensitive radio telescope ever upon its completion [24]. This project has the potential
to produce a high-performing contribution to obtain new cosmological constraints from a large
sky survey. This makes it the most aspirant radio telescope to detect the possible emissions
produced from the stimulated decay of ALPs and probe their parameter space.

In our analysis, we determine the MeerKAT sensitivities via the Stimela [25] software package.
This allows us to find the rms image noise after simulating MeerKAT observations with the NVSS
source catalog as a sky model [26]. To do this, Stimela makes use of CASA [27] for observation
simulation, RFIMasker1 to mask out frequency channels with static interference, Meqtrees [28]
for calibration and visibility simulation, and WSClean [29] for imaging (at robust weighting
1). All our sensitivities apply to the MeerKAT L-band (890 MHz to 1.65 GHz) and assumed
a channel width of 1 MHz for the simulation. To improve the MeerKAT sensitivity we employ
different taper scales on the visibilities. The use of a taper has been reported in [17] in ATCA
observations of dwarf galaxies to probe WIMP dark matter. The calculations of the effect of
tapering are drawn from [30] and make use of the Stimela package [25] to realistically simulate
MeerKAT sensitivities. A UV taper acts to down-weight the contribution of long baselines to
interferometric observations. The consequence of which is the reduction in the contribution of
small-scale sources [31]. This is of great use in hunting for ALP emissions as they should be
diffuse, emanating from an extended halo around the center of observed cosmic structures. Here
we will examine the effect of the chosen taper scale on MeerKAT’s sensitivity to ALP emissions.

4. Results and discussion
The stimulated decay of ALPs would lead to an exponential growth in the photon occupation
number, and therefore we expect to produce a large flux of photons with a frequency of about
half the ALP mass. Hence, we hunt for a signal that would appear as a narrow spectral line
broadened by the ALPs velocity dispersion. The radio emissions per unit surface area can be
given by the following expression

SSB =
Γeff

4π

∆ν

ν

∫ ∞
R

ρa(r)√
r2 −R2

dr . (4)

Here the factor ∆ν/ν describes the effect of line broadening, ρa is the density of the dark
matter halo, R is the radius at which we determine the surface brightness. In our analysis,
1 https://github.com/bennahugo/RFIMasker
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Figure 1: The potential non-observation constraints with the MeerKAT telescopes for 2σ 
confidence i nterval u sing h alo s urface b rightness f rom A LP d ecay. I n t his p lot, t aper with 
different scales is employed on the visibilities. The CAST limit is taken from [32].

in order to determine the dark matter density in the galaxy halos, we use the NFW profile 
for the Coma cluster [33] as well as for the Andromeda galaxy [34] and we use the Einasto 
profile f or t he R eticulum I I d warf g alaxy [ 17]. T he M eerKAT i s c urrently e quipped with 
receivers that are sensitive to cover a frequency range from 890 MHz to 1.65 GHz [35]. This 
range of frequencies corresponds to photons produced from the decay of ALPs in the mass 
range 4.80 × 10−6–1.36 × 10−5 eV. With this range of ALPs masses, we find that the radio
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Table 1: Summarizing the limits of the minimum ALP-photon coupling that can be probed 
by the MeerKAT radio telescope with the 2σ and 5σ confidence i ntervals within the MeerKAT 
sensitivity range for the ALP mass and using tapered sensitivities with different scales.

Taper scale Minimum coupling gmin with σ = 2 Minimum coupling gmin with σ = 5

untapered 1.09× 10−9 GeV−1

15 arcsec 1.01× 10−10 GeV−1

1 arcmin
3 arcmin
5 arcmin

5.33× 10−11 GeV−1

4.24× 10−11 GeV−1

4.31× 10−11 GeV−1

10 arcmin 4.07× 10−11 GeV−1

1.71× 10−9 GeV−1

1.60× 10−10 GeV−1

8.42× 10−11 GeV−1

6.70× 10−11 GeV−1

6.81× 10−11 GeV−1

6.43× 10−11 GeV−1

emissions per unit surface are quite difficult to detect considering the point-source sensitivity of
the MeerKAT telescope2. In panel (a) of Figure 1, we illustrate the potential non-observation
constraints with the MeerKAT telescope for 2σ confidence interval using point source sensitivities.
This point source sensitivity produces weak limits on the values of the coupling strength
gaγ ∼ 1.09 × 10−9 GeV−1, comparing to the current limits put by the CAST experiment,
i.e. gaγ . 6.6 × 10−11 GeV−1 [32], and the potential limits of the IAXO experiment, i.e.
gaγ . few × 10−11 GeV−1 [36]. In panels (b) to (f) of Figure 1, we improve these results
using tapering effects with different scales on the visibilities on the MeerKAT sensitivity with
2σ confidence interval. The results showing the taper effect are summarized in Table 1 using 2σ
confidence interval as well as 5σ confidence interval. We remark that the use of the 2σ confidence
interval allows us to estimate the exclusion limits in the event of non-observation, whereas 5σ
confidence interval demonstrates the discovery potential. From the table, we find that the benefits
of a taper saturate around scales of 1 arcminute, but provide a sensitivity gain of around an order
of magnitude. The projected limits now are stronger as about gaγ ∼ 4.09× 10−11 GeV−1 in the
most promising case, and in general overlapping now with the limits of the IAXO and CAST
experiments.

It is worth noting here that future works might address more reasons responsible for boosting
these radio emissions and that the MeerKAT telescope will also receive an upgrade of 20
additional dishes by 2023 which will enhance its sensitivity. Hence, the MeerKAT telescope
will be able to play a more important role in parallel with other experiments such as CAST and
IAXO experiments to rule out new regions of the parameter space of ALPs.

5. Conclusion
Axion-like particles can form the total abundance of the cold dark matter in the universe. In this
work, we illustrated that the MeerKAT radio telescope will be capable of probing the parameter
space of ALPs by hunting for the radio emissions produced from their stimulated decay. The
potential non-observation limits from this study are superior to the current limits put by the
CAST experiment and comparable to the expected limits that can be reached by the IAXO
experiment in future. In particular, the MeerKAT sensitivity can reach lower limits of the
ALP-photon coupling as strong as 4.07 × 10−11 GeV−1. To obtain these results we had to
use a visibility taper to improve the limits on the minimum detectable coupling. The taper
provides an improvement on the limits by around an order of magnitude across the studied

2 For the MeerKAT sensitivity calculations, see the online sensitivity calculator at: https://skaafrica.
atlassian.net/wiki/spaces/ESDKB/pages/41091107/Sensitivity+calculators.

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 384



mass ranges. Indeed, increasing the sensitivity reach of the next-generation radio telescopes such
as the MeerKAT telescope on probing the ALP-photon coupling will allow it to play a strong
complementary role to experiments like CAST and IAXO in exploring the ALP parameter space.
This undoubtedly should have a lot of influence in our search for direct evidence of the presence
of cold dark matter in the form of ALPs using the next-generation of radio telescopes which are
expected to receive more attention within the coming years.
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Abstract. In this study, cosmological models are considered where dark matter and dark
energy are coupled and may have non-gravitational interactions with each other. These dark
energy couplings are introduced to potentially alleviate both the Hubble tension and the
cosmic coincidence problem (regarding the current observed ratio of dark matter to dark
energy today). Assuming two different linear dark energy couplings, the conservation and
Friedmann equations are used to predict how these couplings affect crucial events in the
expansion history of the universe. These events include the big bang and cosmic acceleration,
as well as the radiation-matter and matter-dark energy equality. These results are compared
with the standard uncoupled ΛCDM model where dark energy is assumed to be a cosmological
constant. Cosmological parameters for this study are obtained from Type-Ia Supernovae data
using a previously developed Markov Chain Monte-Carlo (MCMC) simulation.

1. Problems with the ΛCDM model
The expansion of the universe has thus far been well described by the ΛCDM model, where
the energy budget of the universe is divided between ≈ 5% baryonic matter (standard model
particles), ≈ 25% non-baryonic cold dark matter (which keeps galaxies from flying apart) and
≈ 70% dark energy in the form of the cosmological constant Λ (which explains late-time ac-
celerated expansion). This model has proven to be very successful [1], but problems with the
ΛCDM model remain, which include:

The Cosmological Constant Problem or vacuum catastrophe, which refers to the measured en-
ergy density of the vacuum being over 120 orders of magnitude smaller than the theoretical
prediction. This has been referred to as the worst prediction in the history of physics and casts
doubt on dark energy being a cosmological constant, motivating research into alternative dark
energy models [2].

The Cosmic Coincidence Problem, which alludes to the dark matter and dark energy densities
having the same order of magnitude at the present moment of cosmic history, while differing
with many orders of magnitude in the past and predicted future [3].

The Hubble Tension, which concerns the 4.4σ level difference between values of the Hubble
constant H0 as measured from the Cosmic Microwave Background (CMB) versus the value
obtained from Type Ia Supernovae using a calibrated local distance ladder [4].

2. Dark coupling models
These problems motivate research beyond the ΛCDM model. One possible approach is to inves-
tigate cosmological models in which there are non-gravitational interactions between the dark
sectors of the universe. This allows the two dark sectors to exchange energy (and/or momen-
tum) while dark matter and dark energy are not separately conserved, but the energy (and
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momentum) of the total dark sector is conserved. This coupling between dark matter and dark
energy modifies the continuity equations into [4, 5, 6, 7]:

ρ̇dm + 3Hρdm = Q ; ρ̇de + 3Hρde(1 + ω) = −Q , (1)

where H = (ȧ/a) is the Hubble parameter, with a the scale factor which denotes the rela-
tive size of the universe. ρdm/de is the dark matter/dark energy density, ω is the equation of
state of dark energy (ωdm = 0 since dark matter is assumed to be pressureless) and Q is the rate
of energy exchange, which defines the direction of energy flow between the dark sectors such that:

Q =


> 0 Dark Energy → Dark Matter

< 0 Dark Matter → Dark Energy

= 0 No interaction (ΛCDM case)

(2)

The behaviour of coupled models may be understood by how the interaction affects the effective
equations of state, relative to the uncoupled background equations (Q = 0) in (1) such that:

ωeff
dm = − Q

; ωde
eff = ωde +

Q
. (3)

3Hρdm 3Hρde

Thus, the effects of an interaction may be understood to imply that if:

Q > 0→

{
ωeff

dm < 0 Dark matter redshifts slower (less DM in past)

ωeff
de > ωde Dark energy has less accelerating pressure (older universe)

Q < 0→

{
ωeff

dm

ωeff
de

> 0 Dark matter redshifts faster (more DM in past)

< ωde Dark energy has more accelerating pressure (younger universe)

When Q = 0, the effective equations of state reduce back to the case for the ΛCDM model,
where dark matter is pressureless (ωdm = 0) and dark energy has a constant negative pressure.

Since there is currently no fundamental theory for these couplings, they are purely phenomeno-
logical and must be tested against observations. Two models will be considered which have
interactions proportional to the Hubble parameter [4, 5, 6, 7]. Solving the conservation equa-
tions (1) for both models shows how the energy densities evolve, such that:

Model 1: Q1 = δHρdm

ρdm = ρ(dm,0)a
(δ−3) (4)

ρde = ρ(de,0)a
−3(1+ωde) + ρ(dm,0)

δ [
a−3ω − aδ

]
a−3, (5)

with
(

0 < δ < − 3ω
(1+r0)

) δ + 3ω

to ensure ρdm/de > 0 throughout evolution.

Model 2: Q2 = δHρde

δ

δ + 3ω

[
1− a−(δ+3ω)

]
a−3 (6)ρdm = ρ(dm,0)a

−3 + ρ(de,0)

ρde = ρ(de,0)a
−(δ+3ω+3), (7)

with
(

0 < δ < − 3ω
(1+1/r0)

)
to ensure ρdm/de > 0 throughout evolution.
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Here r0 = (ρ(dm,0)/ρ(de,0)) is the ratio of dark matter to dark energy today; and δ is a dimen-
sionless coupling constant which determines the strength of the interaction between dark matter
and dark energy. Furthermore, when Q = 0, both models reduce to the ΛCDM case where
ρdm ∝ a−3 and ρde = constant.

Negative couplings (δ < 0) are often used in the literature for these models [4, 6, 7], which
are problematic since this leads to negative energy densities in the future. Therefore it is very
important to take note of these positive energy density conditions for δ, as they ensure that the
energy density for both dark matter and dark energy is not only positive for the past expansion
history, but for the future as well.

3. Cosmological parameters

(1+r ) (1+1/r0)

The present cosmological parameters for these models are obtained from a data set of 359 low
and intermediate redshift Type-Ia Supernovae (obtained from the SDSSII/SNLS2 Joint Light-
curve Analysis (JLA)). This data is used with a previously developed Markov Chain Monte-Carlo
(MCMC) simulation for a flat FRLW universe to obtain cosmological parameters for each model
from its corresponding Friedmann equation (15). The contribution of Ω(rad,0) on the expansion

and the MCMC model is negligible, but has been chosen as Ω(rad,0) = 9× 10−5 =9e-5 (notation
used throughout) for further calculations [1]. Details of this MCMC model may be found in [8, 9].

The limit ω > −1 has been imposed for all models, while applying the positive energy con-
ditions (0 < δ < − 3ω

0
) and (0 < δ < − 3ω ) for Q1 and Q2 respectively. The priors of

these parameters are the results from the ΛCDM case. This gives the following results:

Table 1: Cosmological parameters from type Ia Supernovae

Model Ω(dm,0) Ω(bm,0) H0 ω δ

ΛCDM 0.213+0.037
−0.037 0.055+0.031

−0.030 69.7+0.5
−0.5 −1.000+0.000

−0.000 0.000+0.000
−0.000

Q1 = δHρdm 0.234+0.036
−0.024 0.043+0.022

−0.016 68.0+0.9
−0.9 −0.949+0.057

−0.036 0.296+0.146
−0.184

Q2 = δHρde 0.232+0.031
−0.022 0.044+0.021

−0.017 69.4+0.5
−0.5 −0.948+0.059

−0.037 0.257+0.161
−0.167

with Ω(de,0) = 1 − Ω(dm,0) − Ω(bm,0) since a spatially flat universe is assumed. Here it can be
seen that H0 is slightly lower and closer to the CMB value for both Q1 and Q2, which slightly
alleviates the Hubble Tension [4]. It should be noted that since the conditions to avoid early
time instabilities [6] have not yet been considered, these results should be taken as preliminary.

4. Evolution of energy densities
Universe models will be considered which contain radiation (rad), baryons (bm), dark matter
(dm) and dark energy (de). In order to avoid fifth force constraints, it is assumed that radiation
and baryons are separately conserved and uncoupled [5] such that:

ρ̇rad + 3Hρrad(1 + ωrad) = 0 ; ρ̇bm + 3Hρbm(1 + ωbm) = 0 , (8)

where ωrad = 1/3; ωbm = 0. Solving these equations, it is found that radiation evolves as
ρrad = ρ(rad,0)a

−4 and baryonic matter as ρbm = ρ(bm,0)a
−3. If the density parameter Ω = ρ/ρc

(where ρc = (3H2/8πG) and G is the universal gravitational constant) is introduced, the
corresponding density parameter for each component may be obtained. This may then be
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expressed in terms of redshift z through the transformation 1/a = (1+z). Therefore the various
energy densities ρi are transformed into the following density parameters Ωi:

Ωrad =
H2

0

H2
(9)

Ωbm =
H2

0

H2
(10)

Q1 : Ωdm =
H2

0

H2
(11)

Ωde =
H2

0

H2

δ

δ + 3ω

[
(1 + z)3ω − (1 + z)−δ

]
(1 + z)3

]
(12)

Q2 : Ωdm =
H2

0

H2

Ω(rad,0)(1 + z)4

Ω(bm,0)(1 + z)3

Ω(dm,0)(1 + z)−(δ−3)[
Ω(de,0)(1 + z)3(1+ω) + Ω(dm,0)[
Ω(dm,0)(1 + z)3 + Ω(de,0)

δ

δ + 3ω

[
1− (1 + z)(δ+3ω)

]
(1 + z)3

]
(13)

Ωde =
H2

0

H2
Ω(de,0)(1 + z)(δ+3ω+3). (14)

The ΛCDM equations for Ωdm, Ωde are obtained by setting the interaction strength δ = 0 in
equations (11) - (14). The evolution of these energy densities may be seen in Figure 1:

Figure 1: Fractional energy densities vs. redshift.

In all cases, there is an early time radiation domination followed by matter domination, which
finally gives way to the the current era of dark energy domination. Here it may be seen that since
δ > 0→ Q > 0 for both coupled models, that there is less dark matter in the past and that the
matter-radiation equality therefore happened later (smaller redshift) in cosmic evolution, while
the matter-dark energy equality happens earlier (larger redshift). The energy densities ρi (in
Joule.m−3) throughout cosmic evolution can be seen in Figure 2. These results are summarised
in Tables 2, 3 and 4.

The previously mentioned cosmic coincidence problem may now be addressed by considering
how the ratio of dark matter to dark energy r = (ρdm/ρde) evolves with redshift(z

3
)in Figure 3.

Here it can clearly be seen that for the ΛCDM case, the current value of r0 ≈ seems fine7
tuned and coincidental in comparison to Q1 and Q2, where r converges and becomes constant
in the past and the future respectively. Thus, alleviating the cosmic coincidence problem [3].
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Figure 2: Energy densities vs redshift.
Figure 3: Cosmic Coincidence Problem.

5. Expansion history of universe models
The expansion of these universe models may be described by the Friedmann equation for a flat
FLRW universe (15) and the deceleration parameter q (16), with the constituents (9)-(14):

(
ȧ

a

)2

=
8πG

3
(ρrad + ρbm + ρdm + ρde) , (15)

q = Ωrad +
1

2
(Ωdm + Ωbm) +

1

2
Ωde (1 + 3ω) . (16)

The Friedmann equation may be numerically integrated, which alongside the deceleration
parameter q yields the total expansion histories of the universe models:

Figure 4: Expansion history of universe models. Figure 5: Deceleration parameter vs redshift.

These models all start with a big bang singularity (at a = 0) which leads to a period of de-
celerating expansion during the radiation and matter dominating epochs (the latter starting
when ρrad = ρdm+bm) , followed by an infinite accelerating expansion (starting at q = 0 when
ρdm+bm ≈ 2ρde) and a final era of dark energy domination (starting when ρdm+bm = ρde). Tables
2, 3 and 4 show the redshift z, time and energy densities (ρrad, ρdm+bm and ρde) at the start of
these crucial events in cosmic history for each of the models. It should be noted that cosmological
parameters from Table 1 are used for the ΛCDM model instead of Planck CMB parameters [1].
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Table 2: ΛCDM (Supernovae data from [8])

Event Redshift z Time (Gyr) ρrad ρdm+bm ρde (J/m3)

∞ 13.96 ∞ ∞ ∞Big bang singularity
Radiation-matter equality 2976 13.63 5.7 5.7 5.9e-10
Cosmic acceleration (q = 0) 0.76 6.76 7.0e-13 1.2e-9 5.9e-10
Matter-dark energy equality 0.40 4.32 2.8e-13 5.9e-10 5.9e-10

Table 3: Q1=δHρdm

Event Redshift z Time (Gyr) ρrad ρdm+bm ρde (J/m3)

∞ 14.90 ∞ ∞ ∞Big bang singularity
Radiation-matter equality 831.97 14.90 3.5e-2 3.5e-2 1.7e-3
Cosmic acceleration (q = 0) 0.94 7.79 1.0e-12 1.4e-9 7.6e-10
Matter-dark energy equality 0.48 5.07 3.5e-13 6.6e-10 6.6e-10

Table 4: Q2=δHρde

Event Redshift z Time (Gyr) ρrad ρdm+bm ρde (J/m3)

∞ 14.61 ∞ ∞ ∞Big bang singularity
Radiation-matter equality 2266 14.61 1.9 1.9 1.4e-8
Cosmic acceleration (q = 0) 1.02 8.05 1.2e-12 1.4e-9 7.8e-10
Matter-dark energy equality 0.57 5.60 4.4e-13 7.0e-10 7.0e-10

6. Conclusions
Interacting dark energy models may alleviate the cosmic coincidence problem by stabilising the
ratio of dark matter to dark energy in both the past and future (Figure 3). These models also
predict a slightly lower value for H0, thereby showing potential as a candidate for relieving the
Hubble tension (Table 1). This lower H0 value leads to crucial events in cosmic history occurring
longer ago with slightly different conditions relative to the ΛCDM model (Tables 2, 3 and 4).
These results only hold for energy flow from dark energy to dark matter (δ > 0) since flow from
dark matter to dark energy (δ < 0) causes negative energy densities. Finally, since early time
instability conditions [5, 6] and other data constraints from the CMB and large-scale structure
[1, 4, 7] have not yet been considered, these results should be seen as preliminary.
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Abstract. The global 21 cm signal provides rich information about the thermal and ionization
history of the universe. In this work we explore how the inclusion of annihilating dark matter,
specifically the Weakly Interacting Massive Particle (WIMPs) alters the global signal. To do
this, we study three different WIMP masses with each having maximum allowed annihilation
cross-section according to the WMAP7 observations, motivated by previous studies on this
work. In our model we use updated efficiency functions as well as up-to-date temperature and
ionization histories. Our model shows that DM has reduced heating effects during the cosmic
dark ages and induces an absorption trough at z ∼ 25, in distinct contrast to previous works
whose results were based on earlier energy deposition efficiency models which are now believed
to be substantially flawed.

1. Introduction
Dark matter (DM) forms a fundamental part of the current standard model of the Universe
known as the Λ-Cold Dark Matter (ΛCDM). In this theory, about 5 % of the energy content of
the Universe is made of baryonic matter, 68 % is in the form of Dark Energy and dark matter
only accounts for 27 % [1]. Although the nature of DM still remains unknown, there has been
numerous observations that have indirectly confirmed its existence [2, 3, 4, 5]. In this work,
we focus our attention on the global 21 cm background, which is one of many ways we could
constrain the nature of DM. In this scenario, DM annihilation and decay products, through the
injection of high energy photons into the intergalactic medium (IGM) could heat and ionize the
gas thus leaving a mark on the global signal which could be observed directly [6, 7].
In this paper we explore, in particular, the effects of WIMPs on the global 21 cm signal, with
specific focus on three candidates motivated by Ref.[8]. These are 10 GeV, 200 GeV and 1
TeV WIMPs annihilating via the bb̄ channel and have the annihilation cross-section that is
compatible with the CMB observations. To get the full scope of the DM impact on the global
signal, it is very important look into the details of the energy deposition from DM annihilations.
Earlier studies found that a relatively small fraction of the energy deposited by DM is absorbed
by the IGM and goes to ionization and heating [9]. However, recent studies have shown that
DM annihilation as WIMPS can have substantial changes from the fiducial scenario with some
models having twice as much heating effects as the baseline [8]. This ultimately comes down to
the modelling of the energy deposition mechanisms and specifically the fraction of energy from
DM that is released to or absorbed by the IGM.
We make use of a publicly available python package called Darkhistory to compute the effects
of DM on the temperature and ionization history of the Universe [10]. Darkhistory allows
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for fast and accurate computation of the energy deposition efficiency function fc(z) into any
deposition channel c = (excitation, heating, ionization). On top of this, computing the efficiency
functions with Darkhistory allows us to perform consistent calculations of the ionization and
temperature histories with both exotic energy injection processes and reionization. Previous
studies that have investigated the effects of DM annihilation/decay on the ionization history
during the cosmic dark ages and recombination generally assumed that the injected energy from
DM annihilation/decay is deposited with some redshift-independent efficiency [7, 11, 12]. It is
worth noting that the calculations of these efficiency functions are very involved and we direct
the readers to Refs.[10, 13, 14] for a careful and detailed analysis. To summarize, Darkhistory
keeps track of the amount of the total energy from low and high energy photons and electrons
deposited into the channel c. This allows the energy deposition fraction fc(z) to be calculated by
normalizing the total energy deposited into the channel within a certain redshift step 1+z by the
total injected energy. The annihilation byproducts will then transfer their energy into ionization
and excitation of atoms, heating of the IGM and free-streaming photons to be added to the CMB
continuum. The improved fc(z,x) functions from Darkhistory are mostly due to the fact that
they are calculated with the full z and x-dependency which was previously not done, where x
is the ionization fractions of the relevant species in the gas denoted as x ≡ (xHII,xHeII,xHeIII).
This work will not indulge in the technical details and derivations of the efficiency functions but
will present the equations and discuss the implications.
The structure of this paper is as follows: in section 2 we give a brief description of the 21
cm physics, in section 3 we explain in detail the DM effects on the IGM with basic equations
provided. The results are provided and discussed in section 4 and we finally conclude and discuss
future work in section 5.

2. 21 cm physics
The redshifted 21 cm line of hydrogen is a great probe of the epoch of reionization, this line is
caused by the hyperfine transition between the singlet and triplet levels of the hydrogen ground
state. The global signal is commonly described in terms of the brightness temperature and it is
given by the following equation [15]

δTb = 23xHI(z)

(
0.15

Ωm

)1/2(Ωbh

0.02

)(
1 + z

10

)1/2 [
1− TR(z)

TS(z)

]
mK, (1)

where xHI is the neutral fraction of the gas, Ωm is the matter energy density and Ωb is
the baryon energy density. h is the hubble parameter and TR(z) is the radiation temperature,
typically assumed to be the CMB. TS(z) is the spin temperature and is given by the ratio of the
number density of hydrogen atoms in the higher energy triplet state to the lower energy singlet
state which is expressed as,

n1
n0

=
g1
g0
e−T?/TS , (2)

where n0 and n1 are the number densities of electrons in the singlet and triplet states
respectively. The statistical weights of the energy levels are given by g1 = 3 and g0 = 1. T∗ =
0.0681 K is the temperature associated with the 21 cm wavelength. In order for a signal to be
detected, the spin temperature needs to deviate from the radiation background. There are three
main ways that TS can be determined; via the absorption or emission of 21 cm photons against
the CMB, through resonant scattering of Lyman-α photons which cause downward transitions
from the triplet state to the singlet state via the Wouthuysen-Field effect and lastly, through
the collisions with electrons and other hydrogen atoms (See [16] for an extensive overview). The
spin temperature at these limits can be written as [17]
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T−1
S =

T−1
CMB + xαTα

−1 + xcTK
−1

1 + xα + xc
, (3)

where TCMB is the background temperature, Tα is the color temperature associated with the
Lyman-α radiation field and is closely coupled to the kinetic temperature TK [18]. The coupling
coefficients for collisions and scattering of Lyman-α photons are given by xc and xα respectively
and are given by the following expressions:

xα =
16πσαT∗Jα
27A10TkEα

, (4)

xc =
(k10nHI + neγe)T∗

A10Tk
, (5)

where A10 = 2.85 × 10−15 s−1 is the coefficient for spontaneous emission of the 21 cm line,
Jα is the Lyman-α emissivity, k10 is the tabulated temperature data from [19]. The coupling
coefficients determine whether collisions or Lyman-α photons affect the signal and provides
information about how strongly coupled is the spin temperature to the gas temperature. This
means that the signal will appear as absorption or emission if either the collisions or the Lyman-
α radiation couples the spin temperature to the kinetic temperature. The equation that has a
contribution from DM annihilation is given by,

Jα,DM =
hcn2H(z)

4πH(z)
fc,α

EDM

nHEα
, (6)

where fc,α is the fraction of annihilation energy that goes into Lyman-α excitation, nH
represents the hydrogen atom number density, Eα is the Lyman-α excitation energy and EDM
is the energy rate from DM annihilation. The next section will address the significance of the
efficiency fractions in the context of energy deposition by DM into the IGM.

3. Exotic energy injection on the IGM
Next, we shift our focus on the implications of DM annihilations on the thermal and ionization
evolution of the IGM, which directly determines the changes of the global 21 cm signal. It is
thought that DM annihilation in the early Universe can act as a source of X-rays which lead to
ionization, heating and other processes [20]. DM annihilation rate scales as the square of the
density, n2DM , this indicates that it rises with the onset of structure formation and that the
collapse of DM into halos can have a significant energy injection in the process of reionization.
The rate of energy injection from DM annihilation or decay is given by [10](

dE

dV dt

)inj

=

{
ρ2χ,0(1 + z)6 〈σv〉 /mχ, annihilation,

ρχ,0(1 + z)3/τ, decay,
(7)

where mχ is the mass of DM, 〈σv〉 is the velocity averaged cross-section, τ is the decay
lifetime and ρχ,0 is the mass density of DM today. Annihilation and decay products have the
potential to alter the levels of ionization, can heat up neutral gas and increase the production
of Lyman-α photons. The evolution of the free electron fraction and the matter temperature is
given by [11]

− dxe
dz

=
1

H(z)(1 + z)
[Rs(z)− Is(z)− Ix(z)], (8)

and
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(1 + z)
dTk
dz

= 2Tk − κs(z)− κx(z), (9)

where Rs, Is are the standard recombination and ionization rates. The standard heating is
given by κs. Ix and κx are the dark matter contributions to the ionization and heating. The
ionization rate Ix and heating κx from DM are given by

Ix(z) = fc,ion(z)
mDM

E0
n2DM 〈σV 〉 , (10)

and

κx(z) =
fc,heat(z)mDM n2DM 〈σV 〉

3 kB H(z) (1 + fHe + xe(z))
, (11)

where mDM is the mass of the DM particle, E0 = 13.6 eV is the threshold ionization of
hydrogen, kB is the Boltzmann factor, 〈σV 〉 is the annihilation cross-section, H(z) is the Hubble
parameter and fHe is the helium fraction. The functions fc,ion(z) and fc,heat(z) are the fractions
of annihilation energy that go into ionization and heating respectively. The energy deposited
into any channel c can be parametrized as [10](

dE

dV dt

)dep

c

= fc(z, x)

(
dE

dV dt

)inj

, (12)

with all the complicated physics condensed into a factor that depends on redshift and the
ionization fraction of all the relevant species in the gas. Darkhistory goes into all the details
needed to calculate the efficiency function fc(z, x) but provides the resulting modifications to
Tk and xe with DM energy injection as

Tk =
2fheat(z, x)

3(1 + FHe + xe)nH

(
dE

dV dt

)inj

, (13)

xe =

[
fHion(z, x)

RnH

+
(1− C)fexc(z, x)

0.75RnH

](
dE

dV dt

)inj

, (14)

where RnH is the hydrogen ionization potential, FHe = nHe/nH is the helium abundance,
nH is the number density of hydrogen, fexc(z, x) is the fractions of annihilation energy that go
into excitation and C is the Peebles-C factor which is the probability of HI in the n = 2 state
decaying to the ground state. The results of Darkhistory are then used to compute the global
21 cm signal following equations Equation 1 - Equation 6.

4. Results
We present the results obtained for the three DM models in section 1. The associated masses have
the maximum allowed values according to the CMB observations; for 200 GeV the annihilation
cross-section is 〈σv〉max = 1.2 × 10−24 cm3s−1, for 10 GeV the annihilation cross-section is
〈σv〉max = 1 × 10−25 cm3s−1 and for 1 TeV the annihilation cross-section is 〈σv〉max = 1.4 ×
10−23 cm3s−1. These were chosen to see how the DM predictions change with the efficiency
functions from Darkhistory, the models were kept the same as [8] for the purpose of comparison.
We compare our results to the baseline, which is the default signal without DM. It is worth
pointing out that our analysis does not include the astrophysical sources below z ∼ 30, this
follows the analysis of Ref.[6]. This is done so that we can easily study the DM effects on the
global signal. The baseline model uses reionization models from [21] and is consistent with
rapid reionization. This model provides photoheating and photoionization rates as functions of
redshift.
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Figure 1. The brightness temperature as a function of redshift in a log10 scale, for all the
considered DM models. The baseline case without any injected energy from DM annihilation is
depicted in the black line. The red line is for a 10 GeV DM mode with a bb̄ channel, the blue
line depicts the 200 GeV DM with W+W− channel and finally the green line is the 1000 GeV
DM with µ+µ− annihilation channel.

Before we dive into the analysis, we note that in Figure 1, the smoothing of the plots is not a
DM related effect. We also notice that the results do not scale up with mass. Another important
factor is that the models chosen are have different annihilation channels which suggests that there
is more at play than just 〈σv〉 and mχ. The efficiency functions vary depending on the nature
of the annihilation products. Varying the mass will change the composition of the products and
complicate naive expectations. Now looking at z ∼ 100, during the Cosmic Dark Ages, we see
that there is a reduction in the absorption trough for the DM case compared to the baseline
because DM is heating the neutral hydrogen at this period and this causes emission, albeit very
small. This is because the kinetic temperature at these redshifts is increasing since there is a
high density of DM and therefore higher chance of annihilations. It is worth noting that in
[8], the various DM models they use reduce this trough quite substantially compared to ours.
Looking at one example; 10 GeV WIMP, we see that the difference of our model compared to
the baseline is about 5 mK whereas in [8], they produce a difference of about 10 mK, this is
twice as much as what we produce for the same mass. This is due to the updated efficiency
function fc that is provided by Darkhistory. When we look to z ∼ 30, we notice that instead
of heating and reducing the absorption trough as seen in [8], we are inducing an absorption
feature in the case of DM. The 10 GeV model produces lower energy products, compounded
by the smaller cross-section, this reduces heating efficiency. The 1 TeV model experiences a far
larger cross-section but is suppressed by reduced number density. The 200 GeV case benefits
from a larger cross-section than 10 GeV and doesn’t carry as large a number density suppression
as 1 TeV. Now moving to the onset of reionization, we see that our model, especially 10 GeV
increases the emission very slightly at z ∼ 10. This means that the efficiency functions we used
produces opposite effects to previous studies in this topic, as can be seen with the surprisingly
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strong absorption features.

5. Conclusion and future work
In this work we presented an argument for the use of a comprehensive approach of investigating
the effect of dark matter in the early universe using the redshifted 21 cm hydrogen line. It
is important to note that the work done here has limitations in a sense that there were no
astrophysical sources included at z ≤ 30, meaning that the results obtained are for optimistic
cases. We have seen that studying the early universe with particular focus on the global 21 cm
signal is a great probe of exotic energy injection. However, this requires precise modelling of the
energy deposition especially the efficiency functions and the physics within them. Our results
have shown that previous assumptions of fc were highly over-estimated and Darkhistory lets us
correct this.
The early results are promising but more work still needs to be done. Firstly, we need to add the
astrophysical sources of Lyman-α and X-rays at the on-set of the Cosmic Dawn. This will allow
us to have a full picture of the global 21 cm signal. Further work will investigate the potential for
detecting or constraining DM annihilation effects using single-dish experiments and potentially
interferometers.
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Abstract. This paper presents the analysis of Aerosol Optical Depth (AOD) level data monitored 

through the Cimel CE 318A Sun-photometer over the year seasons of 2014. The data was 

collected at the Council for Scientific and Industrial Research (CSIR), Department of Defence 

and Security (D&S) in Pretoria (PTA), South Africa. The Aerosol Robotic Network (Aeronet) 

instrument was placed at the roof-top of a building and has been recording and providing 

continuous atmospheric AOD data from 2011 until 2018. The atmospheric aerosols contribute 

to atmospheric scattering and absorption within the Visible to Near-Infrared (VISNIR) band and 

can severely affect the performance of remote sensing imaging systems. The AOD measurement 

data can therefore be used as an input in the performance of the calibration validation process of 

Earth Observation (EO) sensors and other long-range target detection and recognition systems. 

The Optronic Sensor Systems (OSS) of the Defence and Security (D&S) cluster focuses on 

building optical imaging systems for satellites EO, short-range and long-range surveillance 

applications. The reported data is an extract of measurements obtained over a year when the 

instrument was in operation at the D&S. This work provides the necessary exposure in building 

the capability and confidence in the evaluation of the performance of remote sensing systems. 

1. Introduction

Spaceborne remote sensing of aerosol particles, evaluation of the aerosols’ climatic effects, and

atmospheric corrections of imageries from Earth Observation (EO) systems   mainly involves the

understanding of the spectral Aerosol Optical Depth (AOD). AOD is the measure of aerosols (e.g.,

urban haze, smoke particles, desert dust, sea salt, etc) distributed within a column of air from the

instrument (Earth's surface) to the top of the atmosphere [1]. It is a degree by which the aerosols prevent

the transmission of light from reaching the earth's surface by absorbing and scattering the light. The

Aerosol Radiative Forcing’s (ARF) is one of the largest uncertainties in climate change. They are known

to significantly influence the radiative budget of the Earth’s atmosphere, both directly by scattering and

absorbing radiation and indirectly by affecting cloud properties [1]. Precise and consistent

measurements of aerosol optical properties, such as AOD, single scattering albedo, and phase function

are key parameters to the aerosol direct effect [8]. The study will analyse AOD measurements from

Pretoria (PTA), South Africa where the Aeronet instrument was previously installed.

 Pretoria is an inland area that can be easily affected by large amounts of aerosols that contribute 

massively to the climate and radiative transfer over the area. The major industries in PTA includes those 

which manufacture motorcycles, chemicals, pharmaceuticals, engineering products, construction 

materials, steel industries, and cement factories. In addition to the industrial emissions, other 

anthropogenic sources that include vehicular emissions from main highways, coal combustion, 

agricultural and biomasses burning are the major local sources of aerosols in this capital city of South 

Africa [5]. To monitor the aerosols levels, various radiometric systems have been used to measure AOD 

which include Micro tops II Sun photometer a handheld analog instrument that measures AOD. 

However, the accurate knowledge of the spatial and temporal extent of aerosol concentrations and 

properties has been a limitation for assessing their influence on satellite remotely sensed data and climate 

forcing [2][9]. Hence the National Aeronautics and Space Administration (NASA) developed an 

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 398



Aeronet (Aerosol Robotic Network), a UNIX-based near real-time processing, display, and analysis 

system providing internet access to the emerging global database [2]. This global network installs 

CIMEL Sun-photometers for monitoring AOD and aerosol optical properties for AOD trend analysis, 

optical properties characterisation, and validation of satellite retrievals see Figure 1[3]. The Cimel 

systems data require validation and monitoring to ensure stability and use for calibration and validation 

of space sensors. 

Figure 1: Aeronet ground based remote sensing instrument installations 

     The Council for Scientific and Industrial Research (CSIR) is the host to one of the Aeronet ground-

based sun photometers (Cimel-318 Sunphotometer) that is used to monitor the atmospheric AOD 

distribution levels. The current study reviews the Cimel-318 AOD data captured in 2014. The 

instrument had captured full data(for all the months) for the year 2014. The other years encountered 

interruptions which lead to the instrument missing data. The 2014 data is analysed for all the seasons 

(Summer, Autumn, Winter and Spring) to evaluate the data stability for future validation of optical 

space sensors. 

2. Methodology

2.1.  Cimel-318 Sunphotometer Installation at CSIR 

The Council for Scientific and Industrial Research (CSIR) Aeronet Cimel-318 Sunphotometer was 

installed at the roof-top of building 44, that is at 1449 m above sea level with a clear spatial view of the 

surrounding areas and no obstructions from nearby objects. The system was installed at -25.756611° S 

latitude and 28.279722° E longitude (see Figure 2). Some estimates suggest that anthropogenic aerosols 

and biomass burning have climate forcing enough to offset the warming caused by Green House Gases 

(GHGs) such as carbon dioxide [4]. Ground-based remote sensing has become a powerful method for 

characterising atmospheric aerosols as it can present a clear picture of the optical properties of each of 

the aerosol species [4]. OSS Aeronet Cimel-318 Sunphotometer installation contributes to the 

calibration and validation of space optical surveillance systems, Satellites sensors, Air quality and 

climate change research study sensors etc.  
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Figure 2: Cimel 318 Sunphotometer installation at CSIR/D&S Building 

     For more than 25 years, the project has provided a long-term, continuous, and readily accessible 

public domain database of aerosol optical, microphysical, and radiative properties for aerosol research 

and characterization, validation of satellite retrievals, and synergism with other databases [3]. The 

CIMEL318 Sunphotometer makes direct spectral solar radiation measurements within a 1.2° full field 

of view at a typical temporal repetition interval of 15 min. The solar radiance is sampled at 8 standard 

band filters from 340 nm, 380 nm, 440 nm, 500 nm,675 nm, 870 nm,1020 nm, and 1640 nm [5]. These 

filter bands are contained by the robotic part of the system, and each region from visible to short wave 

is represented by atleast two filters. The Satellite transmitter data sends the data automatically to 4 

Satellites: GOES East, GOES West, Meteosat and Geostationary Meteorological Satellite GMS using 

Data Collection Platform (DCP). Data are transferred from satellites to Aeronet processing server via 

several receiving stations. The case is the component where the Control Unit (CU)and the pair of 

batteries are placed. The solar panel that powers the system is incorporated in the case. The output plug 

of the solar panel is a RJ11 connector. The instrument batteries supply power to the CU. The battery is 

8AH. The YUASA battery is furnished when the satellite transmitter is used. The battery is 24AH. The 

Mascot 2240 battery charger is used only in case of solar panel breakdown [5].  

     Figure 3 shows the atmospheric scenario that generally explains what the Cimel instrument is 

exposed to while in operation. Various aerosol types are suspended in the atmosphere affecting the sun 

radiation propagation towards the earth surface. The Cimel sun photometer employs the sun as reference 

in determining the atmospheric AOD from aerosols floating in the path between the Sun and the 

instrument.  
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Figure 3: Atmospheric scenario for the Cimel-318 Sunphotometer at CSIR/D&S building 

     Depending on the abundance of the atmospheric aerosols, the solar radiation can either be absorbed, 
reflected and some transmitted to the earth surface.   

2.2 AOD Measurements 
The city has a humid subtropical climate with long hot and rainy summers, and short cool and dry 

winters [5]. The data from the PTA station can be found on the AERONET website (http://aeronet. 

gsfc.nasa.gov/). AOD data are computed for three data quality levels, Level 1.0 (unscreened), Level 1.5 

(cloud-screened and quality controlled), and Level 2.0 (quality assured) [3]. The version 2.0/level 2.0 

of the quality assured daily points' format data of direct sun and inversion products are used for the 

study period of the year 2014. 

     The effect of radiative transfer is proportional to the amount of particles present in the column and 

depends on their intrinsic optical properties. The spectral variation of AOD provides useful information 

on columnar size distribution and can be best represented by Ångström power law relationship, given 

by Ångström (1964) [4]. 

та(λ) = 𝛽𝜆−𝛼    (1) 

Where  та (λ) is the AOD at wavelength λ (in micrometers), 𝛽 is the turbidity coefficient, indicating

total aerosol loading, which equals to  та at λ = 1 𝜇m, and α is widely known as the Angstrom exponent

(AE), which is a good indicator of aerosol particle size [4]. AE largely depends on aerosol size 

distribution and is a measure of the ratio of coarse- to fine-mode aerosols [4]. 

𝛼 =− 
𝛽𝜆

Ƭа
      (2) 

     with higher values representing the increased abundance of fine-mode aerosols and lower values 

representing the increased abundance of coarse-mode aerosols. Aerosol size distribution in turn depends 

on their production mechanism, e.g. particles formed by gas-to-particle conversion are small particles 

whereas particles formed by mechanical actions such as wind lifting of dust, wave-breaking, etc. are 

bigger[4].  
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3. Results and Discussion

The aerosol optical depth is representative of the airborne aerosol loading in the atmospheric column.

For this current study seven of the eight bands AOD data has been analysed. Figure 4 illustrates the

average mean of the retrieved AOD data while Figure 5 illustrates the AE(440α-870)  average mean  data

for each month of the year 2014 in PTA. All the seasons of the year are shown, however seasons of the

year vary in temperatures with winter consisting of dry, cool to low-temperature experiences while

summer experiences high temperatures with heavy rainfalls. The Aeronet AOD data showed an increase

in the AOD rate from January with a maximum of +-0.3 and swiftly drops in May to a minimum of +-

0.10 (see Figure 4). May is the first month of the winter season and PTA winter season mostly shows

clear and uncloudy sky with the soft wind that contributes to the transfer of dust particles in the

atmosphere. An AOD growth is observed  from the end of May which spreads along to June and July

with a maximum between +-0.2 and +- 0.23 still lower than the Autumn season (February, March, and

April). The winter season is followed by another drop at the mid-spring season (August, September,

and October) and shows an increase again in the summer season with a maximum of +- 0.35.

Figure 4: AOD average mean data from January to December 2014 

    A comparison between the AOD (Figure 4) and AE (Figure 5) has been performed. It has been 

observed that the two data sets project the same trend for all the seasons of the year. The AE (Angstrom 

Exponent) shows the increase from January and decrease in May with an increase in winter season 

followed by a drop in mid-Autumn season and a huge increase in the summer season.  The AE has 

shown that it is dependable to the AOD rate. 
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Figure 5: The Angstrom Exponent data for the year 2014. 

     In terms of monthly variations Figure 6 and 7 filter variations between Cimel sensors from visible 

to infrared range.  

       Figure 7: Comparison of AOD for the winter 

 season (AOD_June and July) of 2014. 

Figure 6: Comparison of AOD for the       

summer season (AOD_November and December).        

Of 2014.     

     The summer season commences with November where there is a high peak in AOD with +- 0.6, 

followed by December (see Figure 6) with a maximum of +-0.39. December experiences high 

temperatures accompanied by heavy rainfalls. These heavy rainfalls may contribute to shutting the 

Cimel sensor since it only performs measurements when the Sun is actively radiating the Earth surface 

without interruptions. The occurrence of high value in urban regions was also related to the 

anthropogenic pollution and local prevailing meteorological condition. This implies that there were 

Aerosols over PTA within the winter season (June/July) see Figure 7. The two months show almost 

equal amount of AOD in each sensor. This is because the winter season experiences almost the same 

temperatures without drastic changes as compared to summer (see Figure 4 and 6).  

4. Summary
The analysis of Aerosol Optical Depth profile and Angstrom exponent (AE) data from the Aeronet

Cimel-318 Sun photometer based at the CSIR in PTA was performed. A year data (from January to

December) of the year 2014 has been used in the present study. The data was downloaded from the

AERONET webpage to analyse the AOD of the aerosol loading in association with local aerosol

conditions behaviour and estimated the atmospheric radiative forcing around the area. The aerosol
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optical depth (AOD) showed the highest rate occurring in November and December respectively, while 

the lowest was noticed in June and July. In the PTA city, the summer season is known to experience 

heavy rainfalls with dry winter seasons with mostly uncloudy days. It is significant to continuously 

monitor aerosol properties to assess more accurately and characterize the annual cycle since only one 

year of data has been used in the present study.   
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Abstract. Daily global solar radiation (DSR) is sparsely measured in meteorological stations in 

South Africa. The prediction of DSR is crucial to solar energy conversion systems (modelling, 

design and operation) and decision-making of potential energy policies. The need for these solar 

system designs varies from the use of power and water supply for industrial purposes to 

agricultural and domestic services. This paper employed the use of three artificial intelligence 

models, which are artificial neural networks (ANN), adaptive neuro-fuzzy inference system 

(ANFIS), and support vector regression (SVR) in predicting DSR from the Capes of South Africa 

using NASA satellite data for 30 years. Daily values of minimum and maximum temperatures, 

relative humidity, precipitation, wind speed, atmospheric pressure and earth's temperature were 

used as independent variables and the solar radiation as dependent variable when training the 

model. Statistical metrics such as root mean squared error (RMSE), mean absolute percentage 

error (MAPE) and coefficient of determination were used to evaluate the model performance. 

The result shows that the ANFIS algorithm has the least MAPE values ranging from 9.82 – 13.18 

and lowest RMSE values ranging 0.70 – 0.78 which outperforms the SVR model (MAPE ranging 

11.53 – 14.89 and RMSE values ranging 0.78 – 0.94) and ANN model (MAPE ranging 11.41 – 

27.34 and RMSE values ranging 0.79 – 1.57), making it a better technique for estimating solar 

radiation.  

1. Introduction
The potential contribution of renewable energy technology to power generation is enormous. The

building of solar energy systems in a specific area is highly dependent on knowledge about that region's

sun radiation [1]. High-quality measurements done by pyranometers are the best sources of data on daily

global solar radiation (DSR) .  Unfortunately, the high price, maintenance, and calibration criteria of

these devices, as well as the necessity for a skilled professional make it challenging to measure in many

regions [2].
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Artificial intelligence (AI) has  become highly popular in virtually all technical areas in recent 

decades as a result of technological advancements [3]. Numerous AI approaches, such as deep learning 

(DL), support vector machine (SVM), artificial neural networks (ANN),  kernel nearest neighbour (k-

NN), genetic algorithms (GA), adaptive neuro-fuzzy inference system (ANFIS), and others, have begun 

to be widely used models [4]. Previous research has found that AI algorithms have several benefits over 

traditional modelling.  The benefits include the capacity to handle huge volumes of outliers from 

dynamic and unpredictable systems. This provides more precise outcomes than empirical models when 

it comes to predicting solar radiation.  

A review of the literature revealed that no study has investigated and compared the accuracy of 

support vector regression (SVR), ANFIS and ANN, incorporating the earth's temperature as one of the 

inputs in DSR estimation in the Capes of South Africa. The goal of this research is to study and to 

compare the performance of these techniques in modelling DSR from three locations in the Capes of 

South Africa. Comparisons and performance assessments are carried out based on various commonly 

used statistical indicators. 

2. Methodology
2.1.   Areas of case study and data source

Daily measurements of atmospheric pressure, minimum and maximum temperatures, wind speed, 

precipitation, relative humidity, earth's temperature and solar radiation for a period of thirty years 

(1990-2020) for selected cities in the Western Cape, Eastern Cape, and Northern Cape of South Africa 

were considered in this study. These measurements were obtained from the NASA satellite in 

RETScreen Expert Software. Each model used in this study was trained using data  for the period of 

January 1990 to September 2011,while data  for October 2011 to December 2020 were used for testing. 

The cities' geographical coordinates and locations in a geospatial map are presented in Table 1 and 

Figure 1 respectively. 

Figure 1: The geospatial mapping of the Cape 

cities (South Africa) used in this study. 

Figure 2: Schematic diagram of ANN 

model for the present work. 

Table 1. Climate data locations.

Province Location Latitude (°𝑆) Longitude (°𝐸) Altitude (m) 

Western Cape Cape point 34.4 18.5 42 

Eastern Cape Burgersdorp 30.7 26.7 1518 

Northern Cape Upington 28.4 21.3 838 
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2.2.  Support vector regression 

The support vector regression (SVR) used for modelling the DSR for each chosen city was built 

according to a supervised learning approach. Meteorological variables formed the inputs to the model, 

and the solar radiations constituted the models' output.  

In the SVR model, the Gaussian function was used as the kernel function for model training.The 

Gaussian kernel with an automatic kernel scale was used, and this selection was due to the efficiency of 

the Gaussian function:  

𝐾(𝑥, 𝑦) = (𝑥𝑇𝑦 + 𝑐)𝑑 , (1) 

where x and y are feature vectors derived from training or testing data, and c is a constant that optimizes 

the effect of higher-order against lower-order polynomial components. 

2.3.  Artificial Neural Network   

A back-propagation ANN was utilized to generate the intended output properly with an optimal network 

topology. Figure 2 above  shows the schematic diagram of the ANN model. 

2.4.  Adaptive Neuro-Inference System 

The ANFIS model combines ANN with the Fuzzy Inference System (FIS) to provide the best 

membership function distribution from feedback mapping [5]. The fuzzy layer, product layer, 

normalized layer, de-fuzzy layer, and total output layer in layers one to five respectively make up a 

typical ANFIS network [5, 6], as can be seen in  Figure 3 and in equations (2) – (7). 

Figure 3: ANFIS structure 

𝑚
1 (2) 

𝑚
1

𝑂 = 𝜇𝐴𝑚
(𝑥), 𝑚 = 1,2

𝑂 = 𝜇𝐵𝑚
(𝑦), 𝑚 = 1,2 (3) 

𝑚
2𝑂 = 𝑤𝑚 = 𝜇𝐴𝑚

(𝑥) . 𝜇𝐵𝑚
(𝑦), 𝑚 = 1,2 (4)

𝑚
3𝑂 = �̅�𝑖 =

𝑤𝑚

𝑤1 + 𝑤2
, 𝑚 = 1,2 (5)

(6)

𝑚
5

𝑚

𝑂𝑘
4 = �̅�𝑖(𝑝𝑚𝑥 + 𝑞𝑚𝑦 + 𝑟𝑚), 𝑚 = 1,2

𝑂 = ∑ �̅�𝑖 𝑧𝑚 =, 𝑚 = 1,2 (7) 

Figure 3 shows the fuzzy rules of the first order Takagi-Sugeno fuzzy model, which have the following 

structure:  

Rule 1: if 𝐼1 is 𝐴1 AND 𝐼2 is 𝐵1 then 𝑓1  = 𝑝1𝐼1 + 𝑞1𝐼2 + 𝑟1

Rule 2: if 𝐼1 is 𝐴2 AND 𝐼2 is 𝐵2 then 𝑓2  = 𝑝2𝐼1 + 𝑞2𝐼2 + 𝑟2

𝑚
i

where 𝑥 and 𝑦 are the crisp inputs to node, 𝐴𝑚and 𝐵𝑚 are the fuzzy sets in the antecedent, fi is the output

inside the fuzzy area defined by the fuzzy rule, 𝑚 is the adaptive node, �̅�𝑖 is the normalized third layer

firing strength,  𝑂  is the output of adaptive node 𝑚 in layer 𝑖 = 1, 2, … ,5  and 𝑝𝑚, 𝑞𝑚, and 𝑟𝑚 are the

design criteria decided during the training phase. 
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2.5.  Evaluation of the model's performance 

Mean absolute percentage error and root mean square error were used for evaluating the performance 

of the models. The mean absolute percentage error (MAPE) reflects the mean absolute percentage 

variation between observed and expected values, whereas the root mean square error (RMSE) compares 

the variance between predicted and the actual data to assess the model's accuracy. The RMSE always 

has a positive value. The coefficient of determination (R2) is a metric that indicates the strength of the 

linear connection between the predicted and measured values. It is important to note that lower MAPE 

and RMSE values indicate greater precision in the global solar radiation prediction, and in an ideal 

situation, they are both zero. The R2 is a number that ranges from 0 to 1. The presence of a perfect linear 

relationship is indicated by R2 values around 1. The performance of the model was evaluated using the 

MAPE, RMSE, and R2 as expressed in the following equations: 

𝑀𝐴𝑃𝐸 =
[∑(𝑠𝑖 − 𝑡𝑖)]⁄𝑛

(6) 

𝑅𝑀𝑆𝐸 = [∑

1
2

(7) 

𝑅2 = 1 −

(𝑠𝑖 − 𝑡𝑖)2
⁄𝑛]

∑(𝑠𝑖 − 𝑡𝑖)2

∑(𝑡𝑖)2 −
∑(𝑡𝑖)2

𝑛

(8) 

where 𝑠𝑖and 𝑡𝑖 are observed and predicted values, respectively, 𝑛 is the observation number. The

MLP model script for this study was written using MATLAB (R2021a) software. 

3. Results
Figure 4-6 depict the scattering diagrams of measured DSR estimated using three AI models for the

location of Burgersdorp, Upington, and Cape Point located in the South African provinces of Eastern

Cape (EC), Northern Cape (NC), and Western Cape (WC) respectively. The prediction accuracy of DSR

differed significantly among the various model types. Based on the statistical values of the three AI

models, the ANFIS model has the least MAPE values ranging from 9.82 – 13.18, and least RMSE values

ranging from 0.70 -0.78 , if compared to  the other models. However, the SVR model has the highest R2

value of 0.89 amidst the three AI models, with a better model forecast ranging from 85.11% to 88.47 %

when compared to the ANN model.

SVR model (MAPE ranging 11.53-15.52, RMSE ranging 0.78 - 0.94 and R2 ranging 0.77 - 0.89) 

performed better than the ANN model (MAPE ranging 11.41-27.34, RMSE ranging 0.79 – 1.57 and R2 

ranging 0.60 - 0.83). In general, the ANFIS model outperformed the other two AI models in the testing 

stage, with reduced data dispersion and better fitting of predicted data to actual values, especially in the 

Northern Cape (Upington). 

The results demonstrate the ability of SVR, ANFIS, and ANN models to adapt to existing conditions 

in the Capes of South Africa. The lowest value of MAPE and highest value of the coefficient of 

determination at the study's sites are comparable those found by other researchers [7, 8]. 
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Figure 4: Scattering diagrams of measured DSR estimated using ANFIS model for Upington, Cape 

point and Burgersdorp. 

Figure 5: Scattering diagrams of measured DSR estimated using ANN model for Upington, Cape 

point and Burgersdorp. 

Figure 6: Scattering diagrams of measured DSR estimated using SVR model for Upington, Cape 

point and Burgersdorp. 
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Table 2. Model performance evaluation 

SVR ANFIS ANN 

WC EC NC WC EC NC WC EC NC 

0.77 0.83 0.74 0.76 0.86 0.60 0.75 0.83 R2 0.89 

RMSE 0.78 0.94 0.80 0.71 0.78 0.70 1.57 1.06 0.79 

MAPE 14.89 15.52 11.53 13.18 12.27 9.82 27.34 18.89 11.41 

4. Conclusions
The possibility of employing three artificial intelligence models (artificial neural networks (ANN),

adaptive neuro-fuzzy inference system (ANFIS), and support vector regression (SVR) to predict the

horizontal daily global solar radiation using meteorological information was investigated in this study.

Three cities in South Africa's Cape that serve as the country's solar centres were chosen as case studies.

Aside from using the models for forecasting the daily global solar radiation, the three artificial

intelligence models were further verified and compared. Statistical metrics, (MAPE, RMSE, and R2,

were used to evaluate the models' performance. Findings show that ANFIS give the best estimation of

daily global solar radiation.
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Abstract. The Force Concept Inventory (FCI) is a well-established physics education
assessment tool used to evaluate students’ comprehension of elementary mechanics principles.
While it can be used to analyse the effectiveness of instruction if deployed as a pre- and
post-test, we utilise the FCI here as pre-test only, to extract insights into first-year students’
(mis)conceptions of Newtonian mechanics as they enter university. In this preliminary study, we
tested 353 students enrolled at the University of Johannesburg in 2021, across six introductory
physics courses. We focus on their responses to six “polarising” questions, for which the
presence of a correct and a mostly-correct answer allows for a clear demonstration of persistent
misconceptions.

1. Introduction
Physics pedagogy has become a topic of interest in recent decades, with a particular focus on
confronting persistent misconceptions generally held by incoming undergraduate students [1–7].
While the development of these misconceptions may arise from a number of sources beyond the
control of the educator, Bani-Salameh has suggested that these flaws in understanding should
be diagnosed as early as possible if effective teaching is to take place [6]. To identify these
misconceptions, a number of diagnostic tools have been developed for the various physics sub-
disciplines. A subset of these have been designed to gauge student comprehension at the onset
of an introductory university course, and then to assess their progress at the end of the course.

One such tool is the Force Concept Inventory (FCI) [8–10], a 30-minute multiple-choice
test comprised of 30 questions on elementary principles and applications of classical mechanics
viz. circular motion, Newton’s three laws, etc. The recommended means of administering this
assessment tool is as a strictly closed-book test held at the beginning of the semester, to provide
instructors with an indication of their students’ baseline mechanics skills. Note that students
are not expected to prepare for the assessment. This is known as the “pre-test”. Once the pre-
test is completed it is not reviewed in class and students receive no feedback on their attempts.
At the end of the semester the same FCI test is administered once again to students, without
their prior knowledge of the re-testing. This is the “post-test” phase. A common statistical
measurement used to quantify student progress is the normalised gain G [11], defined as

G =
〈%Sf 〉 − 〈%Si〉

100− 〈%Si〉
, (1)
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where %Sf and %Si are the final and initial FCI test scores, respectively.
Another way to interpret FCI data is to investigate individual questions, as recently performed

by Alinea and Naylor [12–14]. In these works, a breakdown of the type of response to each of
the 30 questions demonstrated a “polarisation” between a correct and a partially-correct answer
within several questions (specifically, questions: 5, 11, 13, 18, 29, and 30). Students who choose
the incorrect answer may unwittingly reveal that they suffer from one of the commonly held
misconceptions outlined in references [4, 6, 7]. Our preliminary investigations conducted with
the first-year engineering and physics students at the University of Johannesburg in 2020 [15]
seemed to support this, where one particularly popular incorrect response was that “a force
in the direction of motion” was partially responsible for the action described in the question.
The belief that “motion requires an active force” was flagged as a misconception as identified in
references [4, 6, 7].

In our present study, we have performed this question-by-question analysis on the FCI pre-
test responses from six first-year physics classes, with a total of N = 353 students. We begin
with a description of the student participants and the manner in which their responses were
collected in section 2. We then present our results in section 3, with a focus on the polarising
questions provided in table 2. Conclusions and future avenues of pursuit are presented in
section 4.

2. Methodology and data collection
Due to the ongoing nature of the COVID-19 pandemic, South African institutions of tertiary
education were expected to function mostly − if not entirely − online. The delayed release of the
2020 Grade 12 results further derailed the 2021 academic programme, with first-year academic
activities only beginning on March 8th at the University of Johannesburg, leading to a first
semester shortened by several weeks.

To allow for first-year students to adjust to online learning, the authors of this study were
forced to delay the deployment of the FCI test to the beginning of April. With the permissions
of the various lecturers involved in each of the six courses that participated in this study (see
table 1 for details), we launched the FCI test via the Blackboard interface and made it available
to students for a total of five days, using the module page corresponding to each of the six
courses. Through this platform, we were able to track student activity (to determine whether
test-takers left the browser page during the course of the test), time their test attempt, and
force submission after an allotted time. We were also able to make a test visible for a set period
of time. For our data collection, we enabled these features to reduce cheating and to ensure
students submitted their responses after 30 minutes.

Once the deployment period was over and each class had completed the assignment, the data
was downloaded and processed within a single Excel spreadsheet for each of the six individual
classes. All data was anonymised in accordance with the requirements of the protection of
personal information act.

In what follows we will present some preliminary analyses for FCI pre-test data for the 2021
cohort at the University of Johannesburg. The analyses break down the responses for each
question to look for dominant misconceptions [4]. This can be very useful in gauging how an
initial cohort and indeed different subgroups need different teaching pedagogies.

3. Pre-test analyses and results
The preliminary analyses of the pre-tests for the 2021 cohort at the University of Johannesburg,
for each of the 30 questions, is summarised in figure 1. The green shaded % shows the percentage
of students who got the correct answer, with the black outline showing the % for the most
commonly chosen answer. For example, questions 1-4 have the majority correct and this being
the most chosen response. The choices where the majority response was incorrect correspond
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Table 1. Course codes, their associated entry-level requirements (Grade 12 mathematics
and physical sciences scores), FCI deployment period, number of student responses per class,
and average scores for the six first-year classes involved in the 2021 FCI pre-testing. Note that
Ext. refers to the extended courses, where students who do not meet entry-level requirements for
introductory physics classes can complete a four-year Bachelor of Science in which the traditional
first-year physics course is taught over a three-semester period.

Ent. % Ent. % Deployment Responses/ MeanCourse
(Physics for...) Math. Phys. Sci. period class (%)

PHYS1A1 (Majors) 70 60 13/04 - 17/04 19/70 33.2
60 50 09/04 - 13/04 187/306 30.1
50 50 05/04 - 09/04 62/91 29.9
60 50 05/04 - 09/04 13/17 28.2

PHY1EA1 (Physics Ext.: Sem1)
PSFT0A1 (Education)
PHYG1A1 (Earth Sci.)
PHYL1A1 (Life Sci.) 70 60 07/04 - 11/04 32/64 28.6
PHE3LA1 (Life Sci. Ext.: Sem3) 60 50 13/04 - 17/04 40/87 38.2

to those questions with a larger red % difference showing that more students chose the wrong
question − for this cohort of students this corresponded to questions 5, 11, 17, 19, 26, and 30,
respectively.

These questions appear to show what Martin-Blas et al. call “dominant misconceptions”∗ [4].
For example, question 5 focuses on circular motion and we can see here that this question was
not well understood by most of the cohort. Given that this information was collected at the
pre-test stage, the course instructors could attempt to adjust the teaching and learning to try
to reinforce such a concept.

We will now turn our attention to the “polarising” questions 5, 11, 13, 18, 29, and 30, which
we observe to line up well with some of the dominant misconceptions found in figure 1. The
responses to these questions are summarised in table 2 for each of the six classes. The interest
in these particular questions lies in the fact that the “polarising answer” is mostly correct but
contains within it one intentionally misleading statement. For example, question 5 asks students
to identify the forces driving an object’s circular motion. The correct answer is B; the polarising
choice of D lists the same forces as B but also includes “a force in the direction of motion”. As
mentioned in section 1, the polarising answer therefore reveals the students’ misconception.

We see this polarising effect to be most pronounced in classes where physics comprehension
is assumed to be greatest − the physics and life science majors, where the course prerequisites
are higher, as well as the third-semester life sciences students, who have had the most exposure
to Newtonian mechanics. However, it is concerning that the proportion of students polarised
towards the wrong choice remains fairly high and even overtakes the correct answer (especially
for questions 13 and 30, where more of these students favour the polarising rather than the
correct answer).

The polarising effect remains fairly consistent for questions 18, 29, and 30 within the other
studied classes; for questions 5, 11, and 13, the answers are far more scattered. These questions
each concern motion in a frictionless environment, in the absence of a contact force. Again, it
became apparent students struggled to understand the forces at play when objects are in motion.

∗ Note that the majority wrong answer questions − where the red shading % is greater than the green shading
% − lines up quite well with the “polarising” questions [12]: 5, 11, 13, 18, 29 and 30.
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Table 2. A summary of the responses from the six participating classes to the polarising
questions. Here, green [grey] and blue [light-grey] represent the correct and polarising choice [14],
respectively, while orange [dark-grey] denotes responses more or equally popular.

Course Answer Q5 Q11 Q13 Q18 Q29 Q30

10.5 10.5 15.8 5.3 0.0 0.0
26.3 5.3 5.3 31.6 73.7 5.3

A
B
C 26.3 63.2 36.8 15.8 5.3 21.1

PHYS1A1 D 15.8 15.8 26.3 21.1 10.5 5.3
21.1 0.0 5.3 21.1 0.0 47.4
0.0 5.3 10.5 5.3 10.5 21.1

E
none
total 100.0 100.0 100.0 100.0 100.0 100.0

16.0 15.5 20.3 5.3 12.3 4.8
13.9 26.7 26.7 23.5 56.7 19.8

A
B
C 40.6 36.9 23.5 16.0 2.7 13.4

PHY1EA1 D 8.0 10.7 20.9 25.1 10.2 6.4
17.6 4.8 3.2 21.4 3.2 35.3
3.7 5.3 5.3 8.6 15.0 20.3

E
none
total 100.0 100.0 100.0 100.0 100.0 100.0

A 12.9 11.3 22.6 4.8 16.1 4.8
B 14.5 40.3 27.4 21.0 50.0 11.3
C 41.9 25.8 19.4 16.1 8.1 14.5

PSFT0A1 D 11.3 9.7 24.2 29.0 9.7 12.9
E 17.7 11.3 3.2 27.4 4.8 41.9
none 1.6 1.6 3.2 1.6 11.3 14.5
total 100.0 100.0 100.0 100.0 100.0 100.0

7.7 7.7 23.1 15.4 7.7 0.0
15.4 23.1 23.1 15.4 53.8 0.0

A
B
C 30.8 30.8 23.1 23.1 0.0 7.7

PHYG1A1 D 15.4 7.7 23.1 30.8 15.4 23.1
23.1 7.7 0.0 7.7 0.0 46.2
7.7 23.1 7.7 7.7 23.1 23.1

E
none
total 100.0 100.0 100.0 100.0 100.0 100.0

25.0 9.4 15.6 3.1 9.4 15.6
6.3 12.5 18.8 28.1 65.6 0.0

A
B
C 31.3 43.8 34.4 12.5 0.0 21.9

PHYL1A1 D 12.5 15.6 25.0 31.3 6.3 6.3
21.9 6.3 0.0 18.8 0.0 34.4
3.1 12.5 6.3 6.3 18.8 21.9

E
none
total 100.0 100.0 100.0 100.0 100.0 100.0

A 7.5 22.5 5.0 5.0 7.5 0.0
B 30.0 17.5 17.5 42.5 60.0 22.5
C 30.0 35.0 37.5 7.5 10.0 32.5

PHE3LA1 D 20.0 22.5 37.5 27.5 7.5 2.5
E 10.0 0.0 2.5 15.0 5.0 30.0
none 2.5 2.5 0.0 2.5 10.0 12.5
total 100.0 100.0 100.0 100.0 100.0 100.0
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Figure 1. Breakdown of pre-test questions for the 2021 University of Johannesburg students
sitting an introductory physics course, N = 353. The labels on the red % differences, such as
4th, 2nd etc., label the most commonly chosen (incorrect) response.

4. Concluding remarks
In these proceedings, we have used the pre-test part of the FCI to evaluate the baseline
comprehension of Newtonian mechanics presented to first-year students enrolled in six
introductory physics courses. We have demonstrated that misconceptions are more easily
identified in students with a higher mechanics aptitude (considered to be the physics and life
sciences majors in this study), but remain persistent despite extensive training (as in the case
of the life sciences students in the third semester of the extended programme).

Although this is only a preliminary study, we hope to extend our data taking across future
years (to eliminate any transient biases which may exist in this current cohort), where it
would also be interesting to look at data not just from the University of Johannesburg, but
also to extend the research by including other universities in South Africa that have similar
demographics.
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Abstract. Experience and other studies show that students come to our Science Centres with 

pre-existing ideas of how the world works (often called prior-, naïve- or mis-conceptions). 

When confronted with conflicting ideas from science they are forced to make a “border 

crossing” [1] from the familiar territory of their cherished beliefs into the “unknown country” 

of science. How difficult this crossing is and how comfortable a student feels to remain in this 

new country depends on many factors both internal and external to the student. The challenge 

for our Science Centres is to assist students to cross these borders more easily and to remain in 

their new country without feeling threatened. An example will be given of student prior 

conceptions with regard to sound and waves: a brief literature survey will outline pre-existent 

conceptions noted around the world. The 4 level framework [2] is used to classify these 

conceptions and modify them in the light of data gathered. Student responses to a questionnaire 

provide multiple mode (MCQ, written and drawings) feedback into this process. The result is a 

modified table of local students’ prior conceptions with regard to sound and waves. This is a 

useful resource when designing (and improving) science shows, exhibits and other programme 

materials in this area. While the specific example of sound and waves will be the focus of this 

presentation, suggestions will be made of how this resource can be used in other subject areas. 

1. Review of Research into Student Conceptions of Sound (Summary and comments)

Most of the literature on this topic starts with the comment that little work has been done on students’ 

conceptions of sound [3], [4], or that even in higher level Physics courses, sound is often treated 

superficially as a simple example of wave-physics [5]. The studies all continue to assert that sound is 

not a straightforward topic, based on findings of clear gaps in students’ conceptual understanding of 

the subject material [6]. This review was undertaken using Pfundt and Duit’s [7] Database of student 

and teacher conceptions and science education, and further searches, which revealed only a few 

relevant papers.  

Linder [5], on summarising the findings of Linder and Erickson [8], reported the following types of 

understanding of sound expressed by students: Firstly, sound is sometimes seen as an entity carried by 

individual molecules as they move through a medium. This entity is transferred from one molecule to 

another through the medium. For others, sound is a traveling bounded substance with impetus, usually 
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represented in the form of flowing air. Another understanding was that sound is a bounded substance 

in the form of some traveling pattern. Finally, for many students, sound is linked to the concept of 

waves as part of a mathematical physics modelling system (but students’ wave conceptualization is 

often divorced from their conceptualization of sound). 

Hrepic et al [6] expanded on Linder’s idea of the “entity model” with the notion of blend models. 

They identified the entity model as the usual starting point for naïve students (as would be expected in 

the present study), and the wave model as the scientifically accepted, or community consensus model. 

In addition to these two main models he enumerated models which were conceptual blends of these 

two, incorporating ideas from both of them. His studies showed that most students begin with an entity 

model of sound, but after instruction move closer to the wave model, but often finishing somewhere in 

between in a blend model. Linder [5] also discusses at length the confusion caused by representing 

longitudinal sound waves with transverse sinusoidal waves, and the problems associated with the 

“water-wave analogy”, which is inappropriate at best, incorrect and profoundly misleading . From my 

very first pilot tests this factor came through very strongly, so was worth a detailed follow-up.  He 

stresses later [9] that students’ conceptions can be classified into two perspectives: a mental model 

(inside the head)-based perspective and an experientially-based one. My experience has shown that 

sophisticated, urban students tend towards more abstract mental model perspectives, while rural 

students living simpler lives often maintain a perspective based on their life experiences. This was 

tested especially in the written answers and drawings.  

In a later study, Linder [9] identified three conceptualizations of the factors which university students 

believe affect the speed of sound, namely: a sound-resistance factor based on the physical size or 

density of the molecules; a separation factor based on molecular separation as a function of medium 

density and a compressibility factor based on a (confused) understanding of the elasticity of the 

medium. Wittman et al. [4] found similar problems with conceptualizations of wave-speed, whereby 

students believed that the force used to create a wave would determine its speed. In other studies Watt 

and Russel [10] found that students perceived sound as an invisible object with dimensions which 

required some space in order to move, echoing Linder’s finding of sound as an entity. Similarly, 

Wittman et al [4] encountered student problems when they focused purely on the object-like properties 

of sound waves, rather than other properties relating to their propagation. Boyes and Stannistreet [11] 

uncovered an unusual belief – especially in younger students - in a reverse pathway whereby sound 

travels from the hearer to the source, rather than source to hearer. We have never encountered that 

particular notion in many years of teaching Physics, so were interested to see if it surfaced in the 

present study. 

Eshach and Schwartz [3] used the 11 substance schema of Reiner et al [12] to investigate whether 

students would use these properties to explain sound phenomena. They found that Reiner et al.’s [12] 

properties were not all applicable, but that some of them did apply. They too cautioned teachers to be 

careful when describing sound as waves because of the confusion caused between longitudinal, 

transverse and water waves, echoing Linder’s findings and my anecdotal experience. Houle and 

Barnett [13], in an interesting study using Urban Bird Communication to teach sound topics, found 

three main student conceptions, that: sound travels in a sinusoidal wave fashion (as mentioned above 

and by Linder), sound is a material or a substance and sound is a vibration (the “shaking model” of 

Hrepic et al [6]). Caleon and Subramaniam [14] identified eleven student conceptions of sound, eight 

of which had featured in at least two previous studies. Huey-Por Chang et al. [15] found similarly that 

students attributed sound leaving a container carried by the air which escaped through small holes in 

the container-wall.  In addition students in Caleon and Subramaniam’s [14] study asserted that sound, 

unlike light, cannot be refracted and that wave speed is dependent on wave properties such as 

frequency or amplitude, with a resulting confusion as to whether pitch is associated with amplitude or 

frequency. Again many of their students imagined sound as propagating like a (transverse) sine-wave. 

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 419



My anecdotal experience from teaching and performing this show for many years is that students do 

indeed confuse frequency and amplitude (and pitch and volume), so in the present study questions 

were designed to test this.  

Calik [16] compared different conceptual change pedagogies and their effectiveness and found that a 

combination of different methods (e.g. the use of analogies, computer animations and conceptual 

change text) was most effective in producing conceptual change in sound-related topics. Finally, 

Hapkiewicz [17] compiled a list of 17 Student Conceptions of sound (“Sound Misconceptions”) in the 

Michigan Science Teachers’ Association newsletter, based on teaching experience, which formed the 

main basis for my list.  

2. Synthesis and Classification of student difficulties with sound

The goal of this study was to perform a comprehensive synthesis and classification of students’ 

difficulties with the phenomenon of sound based on both the Hapkiewicz list [17] and other relevant 

literature. The initial synthesis was taken mostly from the literature with some input from teaching 

experience. This was then modified in the light of the data we gathered and reflected in the final table, 

table 1.   The four-level framework [2] was used to classify the conceptions at different levels, 

according to the insight one has from research or experience into the nature of the difficulty. Those 

difficulties firmly established by multiple studies with different groups are classified with a 4 at the 

top level as established. These were confidently used in devising questions and distracters. Those 

shown in a single study or in limited studies as only partially established were classified as 3, and 

those merely suspected from anecdotal information mentioned in single studies (and which we have 

personally not encountered), or from personal experience (teaching science or presenting this show for 

20 years) were classified at level 2, as suspected. It is expected that this study will produce some as 

yet unanticipated conceptions, which we will then add at level 1. Finally the difficulties will be 

reclassified in the light of the results and data, possibly resulting in some of them moving up the list as 

being more firmly established. 

A simple study of 117 Grade 9 students from three different schools (urban, township and rural) was 

conducted using pre and post tests administered before and after a science show on sound and waves 

at the Unizulu Science Centre. Students answered the same 10 multiple choice questions before and 

after the show and then more comprehensive questions after, including written explanations and 

drawings. The questions were carefully structured to cover all the difficulties in the table below and 

data analysed to probe for evidence of students displaying these difficulties. Having done the data 

analysis of the mixed-mode student questionnaires, table 1 was established: with the following 

columns: 

OR LEV – the initial 4 level classification of the difficulty based on experience and literature survey 

alone  

FIN LEV – the revised 4-level classification amended in the light of data 

LIT REF – the number of different literature references mentioning this difficulty 

SEEN IN DATA: the prevalence of this difficulty in my student data, ranked from 0 (not present) to 5 

(present across all groups) 

The student difficulties are numbered from 1 through 19 and will hereafter be referred to as “d 1” etc. 
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Table 1: Summary of student difficulties evident: level, literature references and prevalence. 
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1 4 4 8 4 

2 4 (4) 4 0 

3 4 (4) 5 0 

4 4 (4) 5 0 

5 4 4 4 3 

6 

Sound travels as a transverse sine wave 

Sound is a microscopic entity either carried by or transferred between 

molecules 

Sound is a macroscopic entity with impetus like flowing air or a 

traveling pattern 

Speed of sound-wave is affected by: force, sound-resistance,  molecule 

separation 

Sound can be trapped in a container if the air is trapped-needs holes to 

escape 

Sound can travel through a vacuum and therefore through space 4 4 4 3 

7 3 (3) 0

8 3 4 

2

2 5

9 

Sound waves cannot be refracted or bent like light 

Confusion between volume and pitch (and amplitude and frequency) 

and their units 

Sound only travels if air is present (therefore can't travel through liquids 

or solids) 

3 4 2 5 

10 2 (2) 1 0 

11 2 (2) 1 0 

12 2 (2) 1 0 

13 2 2 3 

14 2 2 1 

15 2 2 1 

16 

A human has many different vocal cords to produce different sounds 

Ultrasounds are very loud sounds 

Sound travels from the hearer to the source (Reverse sound) 

Music has low volume (small amplitude) & noise has high volume 

(large amplitude) 

Longer objects vibrate faster, or produce higher notes 

The sound box on a musical instrument is to make the sound clearer 

Vibrations and waves are the same thing 2 2 3 

17 1 2 3 

18 1 2 4 

19 

Sound travels as electromagnetic Waves 

Sound is unaffected by solid obstacles, passing right through them 

Sound waves turn towards a hearer 1 2 5 
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In general it is apparent from table 1 that the difficulties experienced by South African students were 

not the same as those found overseas.  We did not experience any students displaying difficulties d2, 

d3 or d4, but these are deeper level explanations which would be more likely to come out in interviews 

than in the simple tests we used. Similarly, we didn’t experience d7 either, but again we are not sure if 

it would have come out in our simple tests. d8 and d9 came out consistently across all school groups 

and one should consider reclassifying these at level 4 (as they also come from the literature). From all 

the data, we found no evidence of d10, 11 or 12, and indeed have never found any evidence of these 

while doing this show, so would not suggest raising them to a level 3. None of d13 – d16 was found in 

all the groups and we would not want to elevate these to level 3 without finding some more evidence 

of their regular occurrence. The new student difficulties d17 – d19 were fairly consistent across all the 

schools (although slightly less so for the rural group) and in future studies we would certainly raise 

them to a level 2. These suggested changes to the level are reflected in the fourth column in table 1, 

but could certainly be revised following further studies. The above discussions allowed table 1 to be 

modified into a condensed table which better shows local students difficulties with sound (but space 

does not allow it to be displayed). This table would reflect the final level we came to, rather than the 

original level and would omit difficulties not encountered locally (those with the final level in 

parentheses) 

3. Conclusion

In conclusion this study yielded some interesting insights into local student difficulties in sound. 

Starting with a difficulties table drawn from the literature, this was refined and focussed on a 

particular group of South African students. Our students’ difficulties were not unlike those in the 

literature, although it was interesting that a few difficulties in the table above were not found in this 

group. It was also interesting to discover strong evidence of 3 new difficulties not found in the 

literature and to add these as d 17, 18 and 19. The final, refined table will be very useful in designing 

and evaluating science shows on sound. Indeed a similar method could be employed for any section of 

the Physics curriculum and could be adapted to guide teaching at school or tertiary level. This research 

was limited to the evaluation of a single science show in one subject area. Much work has been done 

in attempting to evaluate the impact of Science Centres in general (for example Perrson [18]) but this 

is a much more complex issue and beyond the scope of this study. 
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Abstract. This study explored South African Grade 11 Physical Sciences learners’ perceptions 

of scientific inquiry within the context of science classrooms. The study adopted a mixed 

method approach as part of an exploratory descriptive survey design and involved 50 

purposively selected Grade 11 physical sciences learners from 3 South African township 

schools. Quantitative data was collected by administering a validated Learner Perceptions of 

Classroom Inquiry (LPCI) instrument with the participants. Qualitative data was collected 

through semi-structured interviews. The study revealed that the learners held mixed 

conceptions about the nature of scientific inquiry. A substantial number of learners held naïve 

and incoherent views about the nature of scientific inquiry. Lack of practical laboratory 

lessons, lack of well-equipped science laboratories, inadequate teacher professional 

competence when conducting scientific investigations, and limited opportunities for 

meaningful engagement in inquiry-based learning activities were perceived to be contextual 

factors that serve to hinder meaningful enactment of scientific inquiry in science classrooms. 

The findings have profound implications for meaningful enactment of contemporary pedagogic 

approaches such as inquiry-based learning in diverse contexts. Theoretical implications for 

coherent development of scientific literacy through meaningful enactment of scientific inquiry 

within the broader South African educational context are discussed. 

1. Introduction

The Curriculum and Assessment Policy Statement (CAPS) promulgated by the South African

Department of Basic Education (DBE) advocates that the teaching and learning of science ought to

engage learners to perform scientific investigations, identify, analyse and solve problems, design and

evaluate solutions and then apply the knowledge in new contexts [1]. Scientific inquiry provides

opportunities to enhance understanding in a process of testable illustrations and explanations that

learners can utilize to guess the outcome of subsequent investigations. This empowers learners or

scientists to acquire a greater perception of the subject or topic they may be studying thereby making

use of the understanding in other science topics by following the science process. Scientific inquiry is

widely accepted as a method of science teaching. Understanding the characteristics of the Nature of

Scientific Inquiry (NOSI) is also necessary for a whole conception of scientific inquiry [2]. This study

explored Grade 11 Physical Sciences learners’ perceptions of their experiences of scientific inquiry

within the context of science classrooms at three South African township schools.
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In the knowledge-based economy, “learning-by-doing” is paramount, and inquiry-based 

learning activities could encapsulate experiences that develop thinking skills needed in the workplace. 

These new demands from the workplace and the technological advancements of the world in which we 

live served to stimulate much change in national curricula throughout the world [3]. In terms of the 

Next Generation Science Standards (NGSS), students are expected to demonstrate understanding by 

developing and constructing models, planning and carrying out investigations, constructing 

explanations, analyzing and interpreting data sets, providing evidence, and using argumentation to 

substantiate findings [4]. Hence, scientific inquiry is synonymous with a vision of scientific literacy 

that encompasses skills and knowledge related to scientific and engineering practices [5]. 

2. Research design and methodology

The study adopted a mixed method approach as part of an exploratory descriptive survey design.

Population and sampling. For this study, the target population comprised of Physical Sciences learners

from three township schools in the Gauteng West District located in the Gauteng Province of South

Africa. The study involved 50 purposively selected Grade 11 Physical Sciences learners as

participants. Grade 11 Physical Sciences learners constituted a representative sample of a cohort of

Physical Sciences learners as a target population.  Quantitative data was collected through the

administration of Learner Perceptions of Classroom Inquiry (LPCI) instrument with the participants.

Qualitative data was collected through semi-structured interviews. Table 1 below provides a

breakdown in terms of the number of participants from each school.

Table 1. Number of participants from each school.

School Type of school   Number of participants 

A  16 

B   17 

C 

Township School 

Township School 

Township School     17 

3. Results

3.1 Findings emanating from quantitative data 

Table 2 below provides the distribution of responses to the questionnaire.  The counts (frequencies) 
are determined for each of the items based on participants’ responses. Majority of the learners (58%) 
indicated that they were afforded opportunities to ask frame research questions in a science classroom 
while 42% of the learners indicated that they have not been afforded such opportunities. While 54% of 
the learners were not exposed to formulation of questions which can be answered by investigations, 
46% of the learners were exposed to such an activity as part of the enactment of scientific inquiry. The 
learners provided varied responses to the item “My research questions are used to determine the 
direction and focus of the lab”.  Responses to this item indicate that learners’ research questions were 
not taken into account when determining the direction and focus of the laboratory activities. A 
considerable number of learners (68%) appreciated the importance of framing their own questions 
when conducting scientific investigations. The learners devoted time to refine their questions so that 
they can be answered by the investigation. This sentiment was expressed by 52% of the learners. the 
findings emanating from quantitative data demonstrated that when enacting scientific inquiry, Physical 
Sciences learners at selected schools were afforded limited meaningful opportunities to ask framing 
research questions in the science classroom, design investigations in the science classroom, conduct 
investigations in the science classroom, collect data in the science classroom, and draw conclusions in 
the science classroom. This deficiency in teacher professional practice can be attributed to 
teacher 
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commitment to traditional instruction which is not compatible with the dictates of meaningful 
enactment of scientific inquiry. These findings point the need for sustainable teacher professional 
development interventions which are geared towards the enhancement of professional practice on 
meaningful enactment of contemporary pedagogical approaches such as inquiry-based learning. The 
development of scientific literacy would be severely restricted if appropriate systems are not put in 
place to implore teachers as key agents of educational change to fully embrace pedagogic innovation 
with a view to create conducive, dynamic and intellectually stimulating teaching and learning 
environments. Coherent realization of this key strategic imperative requires commitment on the part of 
South African Department of Basic Education to provide meaningful platforms which promote 
transformation of teacher professional practice in its broadest sense. 

Table 2. Distribution of responses. 

_________________________________________________________________________________ 

  Frequencies 

Items  Almost never    Seldom    Sometimes    Often   Almost always 

________________________________________________________________________________________________________________ 

Learners ask framing research questions in the science classroom 

I formulate questions which can be answered by investigations     13   14    12    6    5  

My research questions are used to determine the direction and focus of the lab   14   13    5   13   5 

  7   9    10    8    16 

  11   13    8    11   7 

  3   5    15    10    17  

    23   7    18   12    0 

Framing my own questions is important  

Time is devoted to refining my questions so that they could be answered by  

Investigations 

Learner designs investigations in the science classroom 

I am given stepwise instructions before they conduct investigations  

I design my own procedures for investigations 

We engage in the critical assessment of the procedures that we employ    10    5    13    19    3 

when conducting investigations 

We justify appropriateness of the procedures that are employed when         10   5    7    24    4 

we conduct investigations 

Conducting investigations in the science classroom 

I conduct my own procedures of an investigations    17    13    3   13   4 

The investigation is conducted by the teacher in from of class    4    11    8   8    19 

I actively participate in investigations as they are conducted  7  16  7  11  9 

I have a role as investigations are conducted    23    3    9    7    8 

 3  18  2  0 

Collecting data in the science classroom     

I determine which data to collect         27 

I take detailed notes during each investigation along with other data I collect    8    7    9    19   7 

I understand why the data I am collecting is important   10    5    7    24   4 

I decide when data should be collected in an investigation   12    13     14   5    6 
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Drawing conclusion in the science classroom 

I develop my own conclusion for investigation   4    12    11    6   17 

I consider a variety of ways of interpreting evidence when making    9   15    8    11    7 

conclusions 

I connect conclusions to scientific knowledge    21   5    7    7   10 

I justify my conclusions    2    5    12  13    18 

________________________________________________________________________________________________________________ 

3.3 Findings emanating from qualitative data 
Findings emanating from qualitative data are clustered according to the themes that emerged during 
data analysis. The themes are: enactment of scientific inquiry, available infrastructure and resources, 
and contextual factors influencing the enactment of scientific inquiry in science classrooms. 

Theme 1: Enactment of scientific inquiry in science classrooms 
The enactment of scientific inquiry at the selected schools appeared to be teacher-centred. Limited 
opportunities were provided for learners to design investigations in the science classroom. Learners 
were not at liberty to design their own procedures for investigations as required by the nature of 
scientific inquiry. This sentiment is reflected in the following excerpt. 

“We are not given the chance to be imaginative and creative when doing investigations in the 
classroom. The teacher does everything” 

At another pragmatic level, learners bemoaned lack of meaningful opportunities to ask 
framing research questions in the science classroom when performing scientific investigations. Yet, 
framing research questions is central to the design of scientific investigations. These concerns are 
captured in the following excerpt. 

“Sometimes it is difficult to understand the research questions informing the scientific investigation 
performed in class. This understanding is important for us as learners.” 

While learners appreciated the importance of data collection as an integral part of scientific 
investigations, they bemoaned lack of opportunities to independently determine the type of data to 
collect. Learner autonomy is a key ingredient for fostering the development of investigation skills. 
Concerns expressed in this regard are encapsulated in the following excerpt. 

“The teacher tells us everything about data collection and the scientific phenomenon to be investigated. 
We follow the recipe approach when performing scientific investigations in our classroom.” 

Theme 2: Available infrastructure and resources 
Township schools are generally under-resourced and this state of affairs adversely affects provision of 
quality education within the broader South African context. More specifically, general lack of 
resources has a detrimental impact on meaningful enactment of inquiry in science classrooms. 
Sentiments expressed by the participants in relation to this state of affairs are reflected in the following 
excerpt.  

“We don’t have any labs at school,  usually Mam does the experiments.  Teachers 
improvise with little resources that we have. We don’t have labs, often chemicals used are outdated. 
Teachers try to involve us and set apparatus as groups.”  
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Theme 3: Contextual factors influencing the enactment of scientific inquiry in science 
classrooms 
The implementation of scientific inquiry at the selected township schools appeared to be influenced by 
a myriad of contextual factors. These factors included general lack of infrastructure and resources, 
lack of teacher professional competence on the enactment of scientific inquiry, adoption of teacher-
centred approaches, language as a barrier in science learning, and lack of meaningful opportunities for 
learners to engage in deep learning. Concomitant sentiments expressed in this regard are captured in 
the following excerpt. 

“The teacher does not give us chance to actively participate when doing scientific investigation. We 
want to be imaginative and creative when we take part in the activities. Sometimes working in groups is 
not nice because you cannot do the investigation independently. But, lack of laboratory resources is a 
problem.” 

4. Discussion

The study uncovered inadequacies associated with the enactment of scientific inquiry at selected South
African township schools. General lack of resources at township schools appears to have a detrimental
impact on meaningful enactment of inquiry in science classrooms. In most schools, poor infrastructure
and resources limit learners’ engagement in inquiry-based activities and by extension the opportunity
to understand the nature of scientific inquiry [6]. The use of language appeared to be a barrier to
meaningful enactment of inquiry in science classrooms.  Instructional language serves as a barrier to
students’ performances in Physical Sciences [7]. Meaningful enactment of inquiry-based learning as a
contemporary pedagogic approach remains a fundamental challenge to teachers as key agents of
educational change within the broader South African context. The views expressed by learners about
the nature of scientific inquiry point to extensive exposure to instructional settings providing limited
opportunities for learner autonomy when performing scientific investigations. Such instructional
settings essentially serve to stifle meaningful development of inquiry skills required to perform
plausible scientific investigations. The development of learners’ knowledge about scientific inquiry
remains a key science education curriculum goal. Yet, many secondary school learners continue to
demonstrate naive understandings about scientific inquiry [8]. Meaningful enactment of scientific
inquiry was largely hampered by a myriad of contextual factors. These factors included general lack of
infrastructure and resources, lack of teacher professional competence on the enactment of inquiry,
adoption of teacher-centred approaches, language as a barrier in science learning, and lack of
meaningful opportunities for learners to engage in deep learning.

By its very nature, enactment of inquiry provides learners with opportunities to grapple with 
scientific data, make observations, draw conclusions, provide explanations for evidence and 
communicate findings [9]. However, it must not be assumed that when learners engage in or do 
scientific inquiry, they automatically understand the NOSI [10].  Teachers should not only engage 
learners in investigations, but should also provide them with explicit/reflective instruction on the 
rationale for every inquiry action for learners to understand the process through which scientists 
generate knowledge [11]. It is believed that such an approach essentially serves to develop learners’ 
scientific inquiry skills as well as the understanding of the nature of scientific evidence and 
knowledge. 

5. Conclusion
The study demonstrated that learners at selected township schools held fragmented and mixed views 
about the nature of scientific inquiry as a result of the inadequacy of traditional instruction. The 
enactment of scientific inquiry was largely characterized by the adoption of teacher-centred 
approaches which are not compatible with the development of scientific inquiry skills. There is a
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critical need to enhance teacher professional capacity required for meaningful implementation of 
contemporary pedagogic approaches such as inquiry-based learning. 
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Abstract. The standard of engagement in science classes is fundamental for effective 

learning. Creating an active learning environment is essential for engaging learners. 

However, implementing engagement is a critical problem that teachers face. Due to the 

large variety of  engagement strategies teachers often do not know what strategy to use 

or make use of. This paper attends to the factors that could influence the choice of an 

appropriate engagement strategy.  The objective of this research study was to explore 

music, context-based inquiry, and computer simulation as engagement strategies as well 

as the impact of these strategies on the four components (behavioural, affective, 

cognitive, and authentic) of engagement. The application of mixed methods comprised 

of a pre-test and post-test questionnaire (quantitative), video recording and semi-

structural interviews (qualitative). The general results that follow from this research is 

that the choice of an appropriate engagement strategy does not only depend on the topic 

that is taught, but also on other factors namely  teachers' acquaintance with the strategy, 

the learning environment, the background of the learners, the engagement components 

that need attention as well as the amount of time available. A combination of the three 

engagement strategies is proven to enhance learning engagement.  

1. Introduction

Engagement is viewed as active involvement, curiosity, and the drive to learn and achieve. Learning,

that involve active participation of students using different learning strategies creates active learning.

[1] found that a combination of technology-infused strategies and online approaches such as Google

Classroom and "flipped classrooms" using a variety of well-planned activities promote engagement.

With the normal South-African context in mind, we focused instead on learner engagement through

three engagement teaching strategies that can be used in face-to-face classrooms. Namely music,

context-based inquiry, and computer simulations.

The purpose of this paper is to determine the impact of these three engagement strategies on the 

four components of engagement, namely cognitive, affective, behavioural, and authentic engagement.  

Given its wider scope, this paper serves to examine factors that affect science teachers' choice of strategy 

based on how these strategies influence learner engagement. Therefore, the research questions are: what 

is the impact of music, context-based inquiry, and computer simulation as engagement strategies on the 

four components of engagement? What factors may affect the choice of  a teaching strategy?  
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1.1 Music and its importance to learning 

Music is a pedagogical approach to science education that is appropriate to provide an alternative science 

teaching and engagement strategy [2]. Firstly, it activates prior knowledge, promote critical thinking 

which is a crucial aspect of learning [2], [3]. Secondly music may  promote engagement, excitement, 

and creativity, although the excitement may sway learners from complying to class discipline [4], [5]. 

1.2 Context-based and its importance to learning 

Context-based strategies bridge the gap between learning in class and everyday life which include 

solving problems that are relevant to students [6], [7]. This strategy promotes meaningful science 

learning  and successful  transfer of knowledge across different contexts as well as between the 

classroom and the real-world [8], [9]. The use of the context-based strategy may promote learner 

engagement with content, learner responsibility to learn, and active involvement [10], [11].  

1.3 Computer simulation and its importance to learning 

Computer simulation was pioneered as a scientific tool in meteorology and nuclear physics immediately 

after World War II and has now expanded into a number of research disciplines [12]. Even though 

computer simulation can slow down learners’ interpersonal skills [13], it can be used to teach complex 

physics [14]. Additionally, it may provide positive contribution and significant improvement in the 

performance of students [14], [13], [15].   

2. Design and method of empirical study

Fifty in-service secondary school science educators of the North-West province participated in two

Saturday’s workshops. The intervention entailed the use of music, context-based inquiry, and computer

simulation to engage the participants to learn basic concepts of the Periodic Table. In order to

accomplish this, a reliable questionnaire with valid constructs was compiled by the researcher. The

questionnaire served as pre and post-test; followed-up by semi-structured interviews.

The application of sequential explanatory mixed method in this study procedure provided the 

opportunity for the researcher to combine elements of quantitative and qualitative research approaches 

for breadth and depth of understanding, validation, corroboration, and verification [16], [17].  

The questionnaires used in the pre-test and post-test contained different groupings of questions that 

formed constructs. All questions were categorised into phases: Phase 1 music, Phase 2 context-based 

inquiry, and Phase 3 computer simulation. Each phase was assessed with questions in four constructs 

that relate to the four components of engagement, namely cognitive, affective, behaviour and authentic. 

Each construct contained five sub-questions in the form of a statement with four Likert scale options. 

Options 1 and 2 correspond to strongly disagree or disagree with the statement, while options 3 and 4 

indicate agree and strongly agree respectively. A statistical analysis was done to determine the reliability 

and validity of the constructs,  to produce frequency tables and compare pre- and post-test results.  

Though all fifty participants took part in completing the questionnaire, six participants were 

interviewed after completion of the interventions. Six is a convenient and manageable number to 

represent the sample of teachers in the semi-structural interview. The results were transcribed, and trends 

were determined.  

3. Results

3.1 Reliability and validity of constructs 

To answer the first research question, the pre- and post-test results were compared with the aid of 

Cohen's effect sizes. This requires reliability and validity of the questionnaire which were respectively 

established by Cronbach's alpha coefficients and factor analysis. Table 1 gives the Cronbach's alpha 

coefficient for the sets of questions pertaining to each phase (or strategy). Phase 1 questions relate to 
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music, phase 2 to context-based inquiry and phase 3 to computer simulation as engagement strategy. 

Three participants did not complete phase 1 questions while four did not complete  phases 2 and 3. 

Table 1. Reliability of sets of questions per phase. 

Sets of questions N Cronbach’s Alpha Internal consistency 

47 0.87 Very good 

46 0.86 Very good 

Phase 1  Music 

Phase 2  Context-based inquiry 

Phase 3 Computer simulation 46 0.89 Very good 

All the sets of questions on the strategies proved to have been answered consistently with a high 

Cronbach’s alpha value between 0.85 and 0.9. Each of these sets were then divided into the 4 constructs 

of 5 sub-questions, each pertaining to a component of engagement. All constructs also yielded Cronbach 

alpha values larger than 0.8 and are thus reliable. 

Construct validity was determined with the aid of a factor analysis. According to the results, the 

number of factors retained by the Mineigen criterion was 1 for each of the constructs. Low variation in 

communalities confirmed that the constructs contained valid, interrelated questions. 

3.2  Cohen's effect size 

Cohen’s effect size, d, for dependant groups, were used to compare the averages of the constructs before 

and after the intervention. The two matched groups were the pre and post-test averages obtained for each 

construct. The descriptive statistics includes interpretation of comparisons between the group means as 

illustrated in Table 2. Practical significance, which indicates the degree to which the difference is large 

enough to have an impact in practice, follows from Cohen's d-values, namely small effect: d = |0.2|; 

medium effect (noticeable with the naked eye): d = |0.5|; large effect (practically significant): d ≥ |0.8 

The constructs with noticeable d-values are marked in bold in Table 2. 

 Table 2. Descriptive statistics of constructs for pre- and post-tests. 

Constructs N Pre-test 

Average % 

Post-test 

Average % 

Cohen's  

effect sizes (d) 

M
U

S
IC

 Cognitive 47 80.50 88.25 0.58 * 

Affective  45 84.25 85.75 0.24 

Behaviour 45 80.75 87.00 0.51* 

Authentic 47 83.50 85.50 0.21 

C
O

N
T

E
X

T
-

B
A

S
E

D
 Cognitive 45 84.75 84.50 0.10 

Affective  46 81.50 84.50 0.13 

Behaviour 46 85.75 85.75 0.02 

Authentic 47 83.50 84.25 0.01 

C
O

M
P

U
T

E
R

 
S

IM
U

L
A

T
IO

N
 Cognitive 47 87.25 93.25 0.51* 

Affective  46 83.75 88.50 0.29 

Behaviour 46 85.25 88.50 0.24 

Authentic 45 82.25 90.00 0.23 
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For all constructs, except context-based cognitive, the average scores were higher in the post-test 

than the pre-test. This implies that the teachers' perception after the intervention changed positively. A 

general shift towards the Strongly Agree option was observed in the post-test results. 

The interventions had a medium effect that is noticeable with the naked eye on the following 

constructs (with 0.5 ≤ d ≤ 0.8): Music cognitive, Music behaviour, and Computer cognitive. For 

example, for the cognitive construct of music there was a difference in average of nearly 8% in pre and 

post-test scores. The d-value (d=0.58) indicates that the music intervention had a medium effect on the 

perceptions of the teachers regarding cognitive engagement through music, while the effects on affective 

and authentic were small (0.2 ≤ d ≤ 0.5). 

The constructs under context-based inquiry showed no significant difference between pre and post-

test responses, with a consequent low d-value (d<0.2). On the other hand, computer simulations 

impacted positively with small to medium effect on all four engagement components. 

3.3  Factors that influence the choice of strategy 

Both the questionnaire and interview results contributed to answering the second research question. The 

quantitative results showed the impact of the interventions on teachers' perceptions regarding the 

association of three teaching strategies with four components of engagement (Table 2). The factors 

characteristic to the components of engagement with the largest percentage change from the pre to the 

post-test for each strategy are described in Table 3. 

Table 3. Description of some factors related to teaching strategies that enhance learner engagement. 

Teaching strategy Engagement 

component 

Description 

Music Cognitive 

Behaviour 

Context-based inquiry Affective 

Computer simulation Cognitive 

Affective 

Authentic 

Aid learning scientific concepts. 

Useful for enhancing understanding of relationships. 

Enhance participation in class. 

Promote concentration on content. 

Arouse interest to learn and promote enjoyment. 

Create an environment with a pleasant working climate. 

Useful for promoting conceptual understanding and 

mastering of content. 

Create opportunity to visualize abstract concepts. 

Assist students to engage in science problem solving in a 

meaningful way. 

Improve classroom environment by creating a friendly 

working climate. 

Promote enjoyment and passion to pursue STEM career. 

Create opportunity to use variety of resources with 

activities that match real world tasks. 

Enhance collaboration and teamwork. 

According to Table 3, music strategy mostly enhances cognitive learning of scientific concepts and 

is useful for understanding relations amongst concepts. Music also accomplished behavioural factors 

such as concentration and active participation. Context-based inquiry only yielded a positive change in 

favour of affective engagement. This entailed arousing interest and creating a pleasant working climate. 

The interventions further increased teachers' perceptions that cognitive, affective, and authentic 

engagement can be achieved with the aid of computer simulations. Prominent factors include 

visualisation of abstract concepts (cognitive), a friendly working climate (affective) and enhancement 

of collaboration and teamwork (authentic).   
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With regard to the qualitative results, the following interview quotes by the interviewees provide 

examples that confirm quantitative results shown in Table 3 concerning the engagement components 

relevant to the different strategies.  

 Music: “music helps with memorisation of facts, definition and things like that’’ 

 Context-based: “It is also helpful with concept of the content and abstract.’’   

        “Experiment brought out the interest.’’  “Doing practical fascinates learners.’’ 

 Computer simulation: “Much easier to use.’’  ‘’Do not need lots of preparation.” 

       “Do not need a lot of resources.’’ 

Apart from the effect of engagement, the interviewees also brought out the following factors that 

may determine the strategy that teachers use: 

 Teachers’ acquaintance and knowledge of the strategy: 

“You need to know it yourself of how you must maneuver it from one side to the other, so you 

do not flop.” 

 Content to be taught: 

“How do one put those calculations of formulae in terms of music?” 

 Time available: 

“It can work … but the time to create the music will take all your time.” 

 Learner background and personality 

“…the very shy person who you thought was not interested in reading or … they even have 

more knowledge than those who actually pass.” 

 Learning environment 

“It arouses and creates interest and enjoyment, participation. The group was very inquisitive”. 

4. Discussion of results

The quantitative results showed that the three teaching strategies impacted at differing intensities on the

four components of engagement. The use of music has the highest practical, and noteworthy impact on

both cognitive and behaviour engagement followed by affective engagement and the least on authentic

engagement. It enhances understanding and application of scientific concepts, more specifically of basic

facts and definitions. Furthermore, it promotes concentration and active participation in class.

With regard to context-based inquiry, the teacher participants' perceptions that affective engagement 

can be achieved, was enhanced by the intervention. This was described by terminology such as interest, 

enjoyment, and fascination. However, context-based inquiry only had minor effects on perceptions 

regarding cognitive, authentic engagement and little effect on behaviour engagement. The reason might 

be that participants, being science teachers, were already accustomed to the application of context-based 

inquiry and the intervention consequently did not change their perceptions regarding the value of this 

engagement strategy. 

Computer simulation was successful in enhancing cognitive engagement to a medium effect and 

affective, authentic, and behavioural engagement to a lesser effect. Mastering of content and 

visualisation of abstract concepts are prominent factors. It also requires less resources than context-

based inquiry.  

Although engagement was the main focus of the investigation, other factors that could affect the 

choice of the teaching strategy came to the fore, namely the teacher's acquaintance and knowledge of 

the strategy, the topic of the lesson, amount of time available, the learning environment and the 

background and personalities of students. 

5. Conclusions and recommendations

In conclusion, it can be postulated that teachers should use all three strategies, music, context-based

inquiry, and computer simulation as each has its own beneficial impact on the different components of
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engagement. For instance, music can be used in an introductory lesson, for learning basic concepts and 

definitions, in order to enhance cognitive and behavioural engagement. Additionally, context-based 

inquiry can be used for learning concepts and application problems and to enhance affective 

engagement. Computer simulation is ideal for all topics, especially abstract content, and may enhance 

all the four components of engagement. 

In order to engage students, we must be able to understand our students, to select an appropriate 

engagement strategy for each specific context. A solid understanding of the links between how students 

engage in learning and how to help students to engage in learning should be further investigated. 
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Abstract. Embracing the Fourth Industrial Revolution (4IR) in the education system has 

become mandatory considering the COVID-19 pandemic. Because this is a ‘revolution’ many 

science teachers have been caught off guard and may harbour mixed feelings regarding their 

roles and what the future has in store. The current qualitative study sought to establish newly 

qualified science teachers’ beliefs about their roles in science classrooms where 4IR is 

embraced. An online questionnaire was administered to 60 participants to establish their 

preparedness and competencies, resource availability, and future professional prospects. Data 

was subjected to content analysis and three themes emerged: 1. Teachers believed that the 

government and the Department of Basic Education’s stance to embrace 4IR is a vehicle that 

promotes unequal education opportunities for science learners. 2. Most of the science teachers 

believed they were not technologically prepared to embrace 4IR tools such as Artificial 

Intelligence (AI), coding and robotics. 3. The science teachers believed that too much 

utilisation of technology in a science classroom demeans the actual teaching and learning of 

scientific concepts. The findings contribute towards the call to change the status quo on the 

disparities between urban, rural, township and suburban schools in terms of resource 

distribution and teacher professional development.  

Key words: Classroom practices, science teacher beliefs, 4IR. 

1 Introduction 

Because of the current global pandemic many countries have embraced 4IR in their education system 

and South Africa is part of the change. As such 4IR affects every human facet let alone science 

teaching and learning [1]. It has also been found that sometimes there is a mismatch between teachers’ 

beliefs about the affordances of technology and the actual practices in the classrooms due to 

contextual factors. Because this is a ‘revolution’ many science teachers have been caught off guard 

and they harbour mixed feelings regarding their roles and what the future has in store for them. 

1.1. Problem statement 

The onset of the COVID-19 pandemic has necessitated that schools embark on online or remote 

teaching and learning mode. Such a scenario required teachers’ competencies in technology use 

though such a call has been made previously regarding the need for teachers to be equipped with 

digital skills. It is however inevitable to establish teachers’ preparedness because the success of an 

1 To whom any correspondence should be addressed. 
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innovation in the classroom is dependent on the teachers’ willingness and ability to implement it. 

Researchers have indicated that a crucial factor for successful technology integration into the 

classroom is the teacher [2]. On the other hand, teachers' beliefs are a revelation of their thought 

processes which are more influential than the teachers’ knowledge when it comes to lesson planning, 

decision-making and ultimately on how they teach [3]. Hence teachers’ beliefs about their role should 

help to shed light on how they make technology integration decisions [4].   

1.2. Purpose of study 

The study was premised on the reality that embracing 4IR tools in the science classroom is inevitable, 

but also on the knowledge that the way in which teachers perceive an innovation impacts on the 

successes of its implementation. It is against this backdrop that the current study sought to establish 

newly qualified science teachers’ perspectives on their roles due to the call to embrace 4IR tools in 

their classrooms. The study was guided by the research question: What are science teachers’ beliefs 

about their roles in science classrooms where 4IR is embraced? 

2. Literature review

Teaching should develop learners for survival in an environment for which Reaves coined the term

VUCA: “volatility, uncertainty, complexity, ambiguity” [5] (p. 1). Researchers acknowledge the

importance of developing learners to be flexible, adaptable, creative and innovative [6] [7] which are

some of the 21st-century skills.  To achieve such skills science learning should embrace 4IR, which

prepares learners for the unforeseen future [8].

2.1. 4IR as the conceptual framework: The need to embrace 4IR in the science classroom 

4IR has been defined as the fusion of technologies which blurs the lines between the physical, digital, 

and biological worlds [9]. 4IR has been found to provide and cause significant influence on 

instructional and learning opportunities and education policies [10]. As such, the future prospects 

afforded by 4IR motivate teachers and researchers to search for more knowledge and skills to prepare 

science learners [11]. During 4IR teachers co-teach, team teach and collaborate with others rather than 

teach in isolation [12]. Teaching should involve 4IR technologies, such as mobile and augmented 

reality (AR) and virtual reality (VR) and 5G [5]. 

2.2. Science teacher beliefs about technology integration 

From a philosophical perspective, beliefs are defined as “psychologically held understandings, 

premises, or propositions about the world that are felt to be true” [13] (p.103). From an educational 

standpoint, beliefs are one’s convictions and opinions about teaching and learning [14]. Whilst beliefs 

are considered to be persistent, they however change with experience [15]. Studies have shown that 

teachers’ beliefs are consistent with their classroom practices [16] [17]. This said, science teachers’ 

beliefs about technology integration is vital as this will have implications on how they embrace 4IR in 

their classrooms [18]. 

3      Methodology 

Located within the interpretive paradigm [19] which enabled the researcher to make sense of the 

science teachers’ beliefs, the study adopted a qualitative case study research design. A qualitative 

study allows the assessment of the lived experiences of participants [20]. A case study allowed the 

exploration of a phenomenon [21] and in this case the teachers’ beliefs about how their practices could 

be impacted in science classrooms where 4IR is embraced. The case in this study was newly qualified 

science teachers who had just completed a four-year teacher professional development programme at a 

University in South Africa. The unit of analysis, therefore, was the science teachers’ beliefs about their 

levels of preparedness in terms of competencies, resource availability and management, and future 
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professional prospects in order to examine the teachers’ beliefs about their roles in science classrooms 

where 4IR is embraced.  

Using purposive sampling technique [22] 60 science teachers were selected as participants. The 

participants were ideal considering their relative young age which is ‘the digital age’ group [23]. An 

online questionnaire designed by the researcher was administered to the teachers who had just 

qualified to teach science. The questionnaire specifically sought science teachers’ levels of 

preparedness in terms of competencies, resource availability and management, and future professional 

prospects. Data was analysed using content analysis [24] wherein codes and categories were identified 

leading to relational analysis. Through content analysis the researcher carefully reviewed the teachers’ 

responses to identify pertinent information from non-pertinent information and to make sure the 

information was organised into categories related to the research questions [25]. 

4 Research findings 
The findings are presented under three themes which depict the science teachers’ beliefs about their 

roles in classrooms that embrace 4IR. Their beliefs were centred on issue of 4IR promotion of unequal 

education opportunities (73%); their lack of confidence and fear of the unknown (81%); and the 

teachers questioning the efficacy of 4IR in making science concepts comprehensible to learners (57%). 

4.1.  Theme 1: The majority of teachers (73%) believed that the government and the Department of 

Basic Education’s stance in embracing 4IR is a vehicle that promotes unequal education opportunities 

for science learners. The teachers’ argument was that whilst it is a welcome development, there has 

not been parity in resource distribution in schools because learners come from diverse socioeconomic 

backgrounds. Their point was that those from disadvantaged backgrounds even struggled with 

acquisition of simple calculators, which means that the acquisition of electronic gadgets for use in the 

classroom learning could even be out of reach for many. To show the gravity of the matter, one of the 

science teachers said, “Will the government and the Department of Basic Education provide for the 

poor orphan to acquire a laptop yet struggling to get the next meal?” 

The teachers’ beliefs are that whilst 4IR integration in the science classrooms may be beneficial to the 

elite (referring to learners coming from advantaged backgrounds and schools), this may not be the case 

for learners from township and rural backgrounds. The majority of the teachers painted a gloomy 

picture on the possibilities of equal education opportunities for science learners as encapsulated in 

what one science teacher said, 

Technology integration does not only require the acquisition of electronic gadgets but other 

services such as availability of internet connectivity, availability of electricity, and let alone 

skilled manpower to assist teachers and learners in case of technology failure in the science 

classrooms. 

The teachers pointed out that because 4IR changes the frame of science education, if a school is not 

technically advanced then learners will be left behind, which is likely to increase the disparities in 

schools in different school environments. Some of the science teachers strongly believed that the 

integration of 4IR will exacerbate the inequality in the South African education system which they 

blamed on the irregular provision of resources in schools, primarily caused by corruption and lack of 

financial assistance to accommodate all the needs of the schools. 

4.2.  Theme 2: Most of the science teachers (81%) showed lack of confidence as they believed they 

were not technologically prepared to embrace 4IR tools such as AI, coding and robotics. 

As such, they expressed fears and insecurities when it comes to their competencies to deliver 
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technology led classroom teaching and learning of science. To show the teachers’ fears of the 

unknown, the following are some of the responses. 

Teacher 1: 

Teachers 2: 

Teacher 3: 

What if the robot replaces me and I'm left without a job? 

 If learning can happen over a video call streaming, one teacher can teach as many 

as 100 learners in one session meaning job opportunities for teachers will be 

diminished because of 4IR. 

I fear that those robots may know more than me and the learners would enjoy the 

time with the robot more than with me as the human teacher.  

A point to note is that whilst some science teachers welcomed and embraced 4IR in the education 

system, others were hesitant as the issue of job securities came into play.  They feared machines would 

replace them in the classroom as one teacher said, “Because robots can be programmed to teach 

relevant content without any errors, myself on the other hand sometimes make mistakes when 

explaining some science concepts”. The teachers believed they were not well equipped to embrace 4IR 

tools in their science classrooms as attested by the following excerpt: 

Teacher:  I lack the digital knowledge and skills to ensure innovative and creative science 

classrooms using technology. 

The teachers believed they did not receive adequate training during their teacher development 

programmes at university because of various constraints which included the lack of facilities, and the 

nature of the curriculum which did not make 4IR integration mandatory. The teachers’ bone of 

contention is that how then are they expected to implement an innovation without being equipped.

4.3.  Theme 3: The science teachers (57%) believed that too much utilisation of technology in a 

science classroom will demean the actual teaching and learning of scientific concepts. 

In this case the teachers questioned the effectiveness of technology in providing meaningful learning 

of science. 

Some of the teachers welcomed the benefits of being relieved from working extra hours with the 

introduction of artificial intelligence (AI). In this way they considered that learners will be more 

involved in technology and information will be shared easily. As such, they believed the teaching and 

learning process will be done speedily. To this one of the teachers said, “My fear on the 4IR is that 

most teachers will abuse the use of technology, they will just relax with the hope that technology will 

do the work”. The teachers argued that machines do not provide prompt responses to learners 

regarding issues arising in the science classroom.  

This belief is shared by many who argued that the human input is needed in the actual teaching and 

learning since teaching is a social human endeavor, where interaction is inevitable. They cautioned 

other science teachers to desist from renegading their duties to technology but rather utilise technology 

to enhance the teachers’ efforts. The teachers argued that learners need both worlds, advanced 

technologies provided by robots, and the irreplaceable social/emotional quality of humans. 

5    Discussion 

Teachers believed that the government and the Department of Basic Education’s stance to embrace 

4IR is a vehicle that promotes unequal education opportunities for science learners. The lack of 

pedagogical adaptation, and the poor teacher development were also found to be challenges that 
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schools and societies face due to 4IR in a study by Kayembe and Nel [26]. The science teachers 

believed that they were not technologically prepared to embrace 4IR tools such as AI, coding and 

robotics hence they lacked confidence. Because teachers are the agents of change in the 4IR, the way 

in which they perceive technology can be either developmental or destructive when it comes to 

developing learners’ 21st Century skills [27]. Thus said, science teachers should be developed so that 

they can be competent to integrate 4IR in their classrooms. 

The science teachers questioned the efficacy of 4IR tools if used alone in making science concepts 

more comprehensible to the learners. Such beliefs bring in the role of pedagogy of care which is 

pertinent particularly considering the current COVID-19 pandemic, that machines cannot provide. The 

teachers’ beliefs resonate with the call made in the previous study that teachers need to demonstrate 

acts of caring as ultimate goals of teaching [28].  The teachers in the current study believed that too 

much utilisation of technology in a science classroom would demean the actual teaching and learning 

of scientific concepts. In a previous study [10] pre-service science teachers were found to also display 

very low perceptions with regards to the human element required between the interactions of teachers 

and learners as they believed that robots and artificial intelligence only execute the input data but do 

not have emotional skills to understand attitudes and values.  

6    Conclusion and recommendations 

Whilst some of the science teachers indicated in their responses that they were not ready for 4IR as an 

innovation because of poor digital skills, unavailability of resources and insecurities, there is need to 

move with the times and adopt the innovation. A point to note from the findings is that nothing points 

to the teachers’ negative attitude towards the integration of 4IR per se as an innovation but instead 

their beliefs emanated from the issues regarding its implementation. Based on the teachers’ beliefs, the 

study suggests that if schools, teachers and learners are equipped with the necessary resources (e.g. 

electronic gadgets, necessary facilities, connectivity), and competencies, embracing 4IR in the science 

classrooms would be well received. The findings suggest the need to change the status quo on the 

disparities between urban and rural, as well as township and suburban schools in terms of resource 

distribution. Teacher professional development programmes are needed for continued technological 

knowledge and skills development of science teachers. 
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Abstract.
The first quantum revolution started in the early 1900s and was characterized by the

exploration of physics at the sub-atomic level. This was followed by a second revolution around
the 1970s, which witnessed the application of quantum physics to develop quantum technology.
Currently, quantum technology is gaining traction in most parts of the world. However, besides
having a history of innovation in quantum physics, Africa has fallen behind in each quantum
revolution. Therefore, this paper highlights challenges relating to quantum technologies and
points to the opportunities that quantum technologies present to close the gap and drive
economic growth and development in Africa. The latter can be achieved through capacitation
and the democratization of quantum technology knowledge. This initiative will, in turn, ensure
that Africa is adequately represented in the second quantum revolution. Finally, in this paper,
we introduce a new development framework, namely quantum technology for development
(QT4D), and explore how Africa could deploy this framework to advance the adoption and
use of quantum technology and become part of mainstream computing landscape. This will
allow Africa to apply these technologies in space communications, finance, drug development,
and material science, thus solving some everyday challenges and opening new opportunities for
industries leading to economic growth and development.

1. Introduction
Quantum technology is poised to revolutionize the technological world. In essence, quantum
technology makes use of quantum-mechanical concepts and principles in order to process
information [1, 2, 3]. The field of quantum technology has various sub-fields. These sub-
fields include quantum communication, quantum cryptography, quantum computing, quantum
sensing, and quantum imaging.

The advent of quantum technology can be traced back to the 1970s [1, 4]. Since its inception
in the 1970s, quantum technology has gained some traction across the globe. However, Africa
is still lagging behind in the adoption of quantum technology [5]. In this paper, we discuss
the opportunities and challenges related to the adoption of quantum technology in Africa.
Furthermore, this paper proposes and explores a new quantum technology framework, namely
the Quantum Technology for Development (QT4D) framework.

The remainder of this paper is structured as follows. The next section provides the
background information on quantum technology and the development theory. This is then
followed by Section 3, which outlines the quantum technology initiatives in Africa. Additionally,
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this section highlights the opportunities and challenges facing Africa in the adoption of
quantum technology. Furthermore, Section 4 outlines the Quantum Technology for Development
framework that is proposed in this paper. The QT4D framework proposed in this paper can
serve as a handy tool towards providing an assistance in the closing of the quantum technology
adoption gap, especially in Africa and other low-resource regions of the worlds. Finally, Section
5 concludes this paper.

2. Background Information
2.1. Quantum Technology
Quantum technology is also referred to as the second Quantum Revolution [6, 7]. It uses the
laws of quantum physics in order to enable information processing in a manner that offers some
advantages over the conventional, non-quantum information processing paradigm. Therefore,
it is envisaged that quantum technology should offer some advantage over the current non-
quantum technology. Quantum concepts that enable quantum technology to offer advantages
over its conventional counterpart include entanglement, superposition, interference, tunneling,
and no-cloning Theorem [1, 7].

Analogous to the conventional information processing paradigm; which uses a binary digit
(bit) as a unit of information, quantum technology uses a quantum bit (qubit) as a unit of
information [1, 2]. Unlike a bit, which can only exist in either state 0 or state 1, a qubit can
exist in superposition of both states. Mathematically, a qubit is represented as [1]:

|ψ〉 = α|0〉+ β|1〉, (1)

where α and β, which are referred to as probability amplitudes, satisfy the condition [1]:

|α|2 + |β|2 = 1. (2)

2.2. Theory of Development
In essence, development is associated with a positive change in the society [8, 9]. That is,
the objective of development is to implement technical and/or economic interventions that are
intended to bring about a positive change in a society [10]. This positive change can either be
physical, social, environmental, or economic.

The positive change can be brought about in a way that is sustainable; that is, without
irreversibly depleting resources. In such a case, the development is referred to as the sustainable
development [9, 11]. The United Nations (UN) has been responsible for developing and
overseeing the implementation of the seventeen Sustainable Development Goals (SDGs) for the
duration of fifteen years; from 2015 to 2030. These SDGs are pictorially depicted in Figure 1.

Technology can be used as a tool to drive a positive change in a society. The use of
technological tools in development is referred to as Technology for Development (Tech4Dev).
Different technological tools can be used to address various developmental challenges. Examples
of these tools include Information and Communication Technology for Development (ICT4D)
[12, 13] and Artificial Intelligence for Development (AI4D) [14].

3. Quantum Technology Initiatives in Africa: Opportunities and Challenges
As stated earlier in this paper, Africa is lagging behind in the adoption of quantum technology.
However, some African countries have already started some initiatives geared towards the
adoption of this technology. For instance, South Africa has already drafted a quantum
technology framework document [5]. Furthermore, South Africa has various research groups
that work on quantum technology [5]. Egypt and Tunisia also have research groups working
on quantum technology, and Rwanda is pursuing quantum technology research through the
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Figure 1. The seventeen UN Sustainable Development Goals The picture courtesy of
https://www.un.org/sustainabledevelopment/news/communications-material.

AIMS (African Institute of Mathematical Sciences)-based “Quantum Leap Africa” initiative.
AIMS is an institute that is responsible for the promotion of mathematical sciences in Africa.
through its “Quantum Leap Africa” initiative, AIMS intends to promote data analytics, machine
intelligence, smart systems, and quantum technology in Africa1.

Another approach that is being used in Africa to fast-track the adoption of quantum
technology is by partnering with the international organizations. For instance, the University
of Witwatersrand has partnered with IBM in order to pursue quantum computing research 2.
Through this partnership, researchers who are based at any member of the African Research
Universities Alliance (ARUA) can have access to the IBM quantum computing facilities through
the University of Witwatersrand.

Furthermore, through citizen-led initiatives, some African countries have partnered with an
international organization called QWORLD3 in order to promote quantum computing in their
respective countries. QWORLD is an organization that has the objective of promoting quantum
technology across the globe. The African countries that have partnered with QWORLD are:
Tunisia, Egypt, Morocco, and Zimbabwe.

Another international organization that African countries have partnered with (through
citizen-led initiatives) is OneQuantum4. OneQuantum is an organization that brings together
quantum technology researchers and enthusiasts world-wide. So far, the African countries that
have partnered with OneQuantum are South Africa and Kenya.

1

2

3

4

https://quantumleapafrica.org

https://research.ibm.com/blog/south-africa-quantum-ready

https://qworld.net/

https://onequantum.org/
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3.1. Challenges Facing the Adoption of Quantum Technology in Africa
The key challenge facing the adoption of quantum technology in Africa is the availability of funds.
To date, virtually all African countries spend less than 1% of their Gross Domestic Product
(GDP) on research and development [15]. This lack of funding in turn leads to the second
challenge, namely the ‘brain drain’ [16, 17]. African countries lose their quantum technology
researchers to the countries that are relatively more resourced. As a consequence of ‘brain drain’,
African countries are left with another challenge, namely the dearth of quantum technology
skills-base.

Another challenge facing the adoption of quantum technology in Africa is the lack of intra-
continental collaboration. This lack of collaboration then leads to the uneven access to quantum
technology resources; with the African countries which are relatively well-off having access to
such resources while the relatively low-resourced do not. Finally, like most STEM (Science,
Technology, Engineering, and Mathematics) fields; where gender disparity is a challenge [18],
the field of quantum technology in Africa is still male-dominated.

3.2. Quantum Technology Opportunities in Africa
Although Africa has a wealth of natural resources [19], this wealth does not equally translate
to developed economies in Africa. In this regard, quantum technology can be used to spur
both technological and economic developments in Africa. Potential applications of quantum
technology in Africa are [5, 19]:

• quantum machine learning;

• quantum chemistry;

• quantum finance; and

• quantum metrology.

4. Quantum Technology for Development (QT4D) Framework
The QT4D framework is intended to guide the adoption of quantum technology so as to address
the developmental challenges. In Africa, the framework can be used to ensure that when it
comes to quantum technology, no-one is left behind.

The pictorial representation of the Quantum Technology for Development framework is shown
in Figure 2.This framework can be summarized as follows. First, the developmental challenge
that affects the society is identified. Then the identified problem is probed in order to assess
whether it is amenable to the quantum solution. If the problem is amenable to the quantum
solution, it is further probed in order to ascertain if the potential solution is sustainable. Finally,
the societal impact of the potential quantum-driven solution is assessed. If the potential solution
has a potential have an impact to the society, then such as quantum approach (which is referred
to as ‘quantum solution’ in the figure) could be explored.

Based on the sustainability theory of development, the potential use-cases for the Quantum
Technology for Development are provided in Table 1.

5. Conclusion
In this paper, we have explored the quantum technology initiatives in Africa. Additionally,
we have discussed the challenges facing the adoption of quantum technology in Africa, and
the potential technological and economic development benefits that the adoption of quantum
technology can bring to Africa. Furthermore, we have introduced the Quantum Technology for
Development framework. The Quantum Technology for Development framework is intended to
guide the adoption of quantum technology in order to address the developmental challenges.
This framework can be deployed in Africa, in order to address the developmental challenges in
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Figure 2. A pictorial representation of the Quantum Technology for Development Framework.

the continent. Future work will focus on the adoption by individual African states of the QT4D
framework proposed in this paper.

Acknowledgments
Mhlambululi Mafu is grateful for the support he received from his colleagues in the Department
of Physics and Astronomy, at the Botswana International University of Science and Technology.
Makhamisa Senekane acknowledges the support he received from the Institute for Intelligent
Systems at the University of Johannesburg, and the National Institute for Theoretical and
Computational Science.

References
[1] Nielsen M A and Chuang I 2010 Quantum Computation and Quantum Information (Cambridge University

Press)
[2] Wilde M M 2017 Quantum Information Theory (Cambridge University Press)
[3] Kasirajan V 2021 Fundamentals of Quantum Computing: Theory and Practice (Springer)
[4] Aaronson S 2013 Quantum computing since Democritus (Cambridge University Press)
[5] National Working Group S Q 2020 Framework for quantum technology driven research and innovation in

south africa Tech. rep. Department of Science and Innovation, Technical Report
[6] Dowling J P and Milburn G J 2003 Philosophical Transactions of the Royal Society of London. Series A:

Mathematical, Physical and Engineering Sciences 361 1655–74
[7] Senekane M, Maseli M and Taele M B 2020 The Disruptive Fourth Industrial Revolution (Springer) pp

205–225
[8] Hopper P 2018 Understanding Development (John Wiley & Sons)
[9] Blewitt J 2018 Understanding Sustainable Development (Routledge)

[10] Rabie M 2016 A Theory of Sustainable Sociocultural and Economic Development (Springer) pp 7–15
[11] Ki-moon B 2016 UN General Assembly
[12] Unwin P 2009 ICT4D: Information and Communication Technology for Development (Cambridge University

Press)
[13] Samoilenko S V and Osei-Bryson K M 2017 Creating Theoretical Research Frameworks Using Multiple

Methods: Insight from ICT4D Investigations (CRC Press)

SAIP2021 Proceedings 

SA Institute of Physics 

 

ISBN: 978-0-620-97693-0 Page: 446



Table 1. The QT4D Potential Use Cases.
Mhlambululi Mafu is grateful for the support he received from his colleagues in
the Department of Physics and Astronomy, at the Botswana International Uni-
versity of Science and Technology. Makhamisa Senekane acknowledges the sup-
port he received from the Institute for Intelligent Systems at the University of Jo-
hannesburg, and the National Institute for Theoretical and Computational Science.

SDG Potential use case

SDG1
SDG2

SDG3

SDG4

SDG5

SDG6

SDG7
SDG8
SDG9

Data analysis using quantum computers.
Quantum machine learning to predict climate-resistant crops.
Quantum computers for analysis of big data for land use, agricultural drought, etc..
Quantum sensing for imagery.
Quantum machine learning for yield forecasting.
Quantum computers for health big data analytics.
Quantum cryptography for health data protection.
Quantum machine learning for drug discovery.
Quantum machine learning to identify at-risk students.
Equitable QT training (skills development).
Inclusive and equitable representation in QT.
Female-friendly QT environment.
Quantum sensing to identify water sources.
Quantum dots to test water quality.
Quantum machine learning for energy forecasting.
Intensive QT up-skilling.
Innovation in QT.
QT industrialization and entrepreneurship for inclusive job creation.
Fair and equitable access to QT infrastructure.

SDG10 Inclusive access to QT tools.
SDG11 Quantum computers for big data analytics.
SDG12 Quantum computers for big data analytics.
SDG13 Quantum computers for climate modeling.

Quantum machine learning for forecasting extreme weather event.
SDG14 Quantum computers for big data analytics.
SDG15 Quantum computers for big data analytics.
SDG16 Quantum cryptography to combat cyber-terrorism.
SDG17 Strategic partnerships for equitable access to QT resources; ensuring that no-one is left behind.

[14] Mann S and Hilbert M 2018 Available at SSRN 3197383
[15] Schneegans S, Straza T and Lewis J 2021 UNESCO Science Report: the Race Against Time for Smarter

Development (UNESCO Publishing)
[16] Docquier F and Rapoport H 2012 Journal of economic literature 50 681–730
[17] Brock G and Blake M 2014 Debating Brain Drain: May Governments Restrict Emigration? (Oxford

University Press)
[18] Baskaran A 2017 Institutions and Economies 125–127
[19] Akhalwaya I and Saib W 2021 The African Physics Newsletter 1 1–5

SAIP2021 Proceedings 

SA Institute of Physics 

 

ISBN: 978-0-620-97693-0 Page: 447



The global Gender Gap project: fair treatment, and some 
recommendations for South Africa 

I M A Gledhill1,5,6, G Butcher2, S Ponce-Dawson3, R Ivie4 and S White4 
1Flow Research Unit, School of Mechanical, Industrial and Aeronautical Engineering, 
Wits University, South Africa 
E-mail: Igle.Gledhill@wits.ac.za
2 Space Research Centre, Department of Physics and Astronomy, University of
Leicester, United Kingdom
3 Departamento de Física, Facultad de Ciencias Exactas y Naturales, Universidad de
Buenos Aires, and Instituto de Física de Buenos Aires (Consejo Nacional de
Investigaciones Científicas y Técnicas), Argentina
4 Statistical Research Center, American Institute of Physics, College Park, Maryland,
United States of America

Abstract. This short paper describes selected results from an international project on the 
gender gap in science, with a focus on fair treatment at work in physics in South Africa. The 
three-year project was a collaboration of eight international unions, including the International 
Union of Pure and Applied Physics, and three global organisations. Among the tasks was a 
worldwide survey, to which there were 32 346 respondents. The most significant difference 
was seen in reporting on sexual harassment, with 29% of women and 2% of men in physics 
indicating that they personally encountered sexual harassment at school or work. In physics 
there is a significant gender gap in response to the statement “My employer treats everyone 
fairly”, with which 62% of women and 73% of men agreed. Recommendations from the final 
project conference offered to combat harassment include significantly improved campus 
security for women, to which we add the development of a culture in physics that combats 
harassment and violence. In terms of fairness at work, several recommendations from the 
conference are offered. These include replacing the usual method of assessing an individual’s 
output by counting published papers by nomination of their best papers. We also recommend 
recognising the contributions of men in attaining gender equality in physics. 

1. Introduction
The design of initiatives for reducing the gender gap should be based on evidence. The resolution on 
which the International Union of Pure and Applied Physics (IUPAP) Working Group on Women in 
Physics was founded was to “to survey the situation of women physicists in IUPAP member countries, 
to analyze and report the data collected along with suggestions on how to improve the situation…”. A 
major step in this direction was the Global Survey of Physicists of 2010 [1].

However, changes occur in the global academic, scientific and social environment, and in 2016 a 
successful application was made to the International Science Council for the project “A Global 

5 This project was funded as described in the Acknowledgements 
6 To whom all correspondence should be addressed 
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Approach to the Gender Gap in Mathematical, Computing, and Natural Sciences: How to Measure It, 
How to Reduce It?”. This project disaggregated results across the disciplines involved, and across 
geographical regions. The aim of this paper is to consider selected responses relevant to fair treatment, 
relevant to physics and to Africa and South Africa, and to prioritise recommendations which are 
relevant to the physics community of practice.  

1.1.  The Gender Gap project and the South African context 
The project involved eight international unions: mathematics (lead partner), chemistry (co-lead), 
physics through IUPAP, astronomy, industrial and applied mathematics, biosciences, history and 
philosophy of science, and computing machinery, together with three international organisations: 
UNESCO, GenderInSITE, and OWSD7. The project undertook three tasks: a global survey, a data-
backed study of publication patterns, and the collection of initiatives known to have successfully 
addressed the gender gap in science [2]. An important aspect was the collaboration of social scientists 
and mathematical, computing, and natural scientists to ensure that the social science aspects of the 
project were professionally undertaken, and to introduce concepts of social science to their colleagues.  

In terms of the South African context, is said that South African women experience the highest 
levels of Gender-Based Violence (GBV) in the world (Dlamini, 2021 [3]). Many positive actions have 
been taken, but the problem persists. In an environment and context where GBV is so prevalent, and 
femicide and assault have occurred at universities, it is important to take note of data that may indicate 
whether sexual harassment takes place in the workplace of physicists.  

The South African physics community has taken a highly participative view of its own 
transformation. This ranges from the community prompting of a nation-wide review when the 
discipline was in crisis [4], to the generation of a benchmark curriculum statement in which almost all 
physics departments in the country participated, to transformative actions in terms of race and gender. 
Although a specific study was not found in the literature, it is possible that a strong physics identity [5] 
may exist among many South African physicists. A physics identity is understood as a self-view that 
includes recognition within the community, self-efficacy, and self-determination. These aspects of 
self-awareness may be helpful both in countering harassment, and in refraining from harassing. 

2. Methodology: Gender Gap project
The survey was carried out by the American Institute of Physics Statistical Research Center. The 
interested reader is referred to the description by Ivie and White, 2020 [6]. The term “gender gap” 
describes any difference “between women and men in terms of their levels of participation, access, 
rights, remuneration or benefits” [7]. The research questions are: to improve understanding of 
scientists’ development of interest in science, experiences in education and careers, work-life balance, 
family support, demographics, access to resources needed to conduct science, and opportunities to 
contribute to the scientific enterprise, and the survey covered early years, university studies, doctoral 
studies, and careers. Among the dimensions investigated were contrasts across disciplines, regions, 
and Human Development Index (HDI) [8]. The questionnaire [9] was based largely on the previously 
used Global Survey of Physicists [1] and the UNESCO SAGA8 framework. The first draft of the 
questionnaire was provided at workshops in 2017 in Bogotá, Cape Town and Taipei, reviewing 
specific questions to collect feedback on regional implications of wording and topics, apply special 
consideration to ensure that the questions work for the region and for all disciplines, and to outline the

7 IMU, the International Mathematical Union; IUPAC, the International Union of Pure and Applied Chemistry; 
IUPAP; IAU, the International Astronomical Union; ICIAM, the International Council of Industrial and Applied 
Mathematics; IUBS, the International Union of Biological Sciences; IUHPST, the International Union of History 
and Philosophy of Science and Technology; ACM, the Association for Computing Machinery; UNESCO, the 
United Nations Educational, Scientific and Cultural Organisation; GenderInSITE, Gender in Science, 
Innovation, Technology and Engineering and OWSD, the Organisation of Women in Science for the Developing 
World. 
8 UNESCO STEM and Gender Advancement; STEM: Science, Technology, Engineering and Mathematics 
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distribution plan. The questionnaire was translated by a professional service, with advice from 
scientists, into Spanish, Russian, French, Chinese, Japanese, and Arabic. Given the absence of a single 
method of contacting and sampling scientists across the globe, the snowball sampling method was 
used, in which the eleven partnering organisations distributed the survey, and participants provided 
referrals through their networks to recruit further participants. Because this is not a probabilistic 
sampling method, results apply only to the respondents.  Ivie and White [6] conducted multivariate 
analyses that allow the inclusion of potential confounding factors, such as HDI, employment sector, 
discipline, geographic region, and age. Because of the large number of models tested, a difference was 
considered statistically significant if the p-value9 was less than 0.002 [6]. 

3. Responses
The total number of respondents was 32 346, identifying themselves as from 150 countries. In physics
7 570 responses were received. In astronomy 2 597 responses were received. In Africa, the total
response from all disciplines was 1 265, of whom 61% identified themselves as women and 39% as
men. This response was somewhat disappointing in view of the fact that the African workshop
discussed distribution methods. Given these numbers it is not worthwhile to disaggregate physics in
terms of Africa or South Africa.

In the following figures and tables, green and orange indicate that a statistically significant gender 
gap was found in the multivariate model which accounts for confounding factors including age, 
geographic region, employment sector, HDI, and academic discipline. The results quoted in sections 
3.1 to 3.3 are among those published to date [6]. Of the results across eight disciplines, only “Physics” 
is shown as a discipline, for all regions, in the present short paper. Of results across twelve 
geographical regions, only “Africa”, for all disciplines, is shown here. These specific results were 
selected for a short paper as potentially illustrative for South Africa in exploring fair treatment at 
work, in the context of a country plagued by gender violence, but in which the physics community is 
seeking active transformation in terms of gender. 

3.1. Harassment 
For the question “Have you ever encountered sexual harassment at school or work?”, responses for 
“yes, it happened to me” are shown in figure 1. Given these data, it is likely that women in physics in 
Africa are likely to encounter sexual harassment more frequently than men. Global figures for 
astronomy, considered as a separate discipline, were 30% for women and 3% for men. Further analysis 
has recently been published [10] which provides comparison of the data on harassment across the 
dimensions of discipline, region, HDI and employment.  The evidence shows that significant numbers 
of women in physics are experiencing harassment. 

(a) Physics discipline, global (b) Africa, all disciplines

Figure 1. Respondents indicating that they personally encountered sexual
harassment at school or work. 

9 Probability that the dependent variable of interest is 1 in a binary test. 
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3.2. Fair treatment in the Doctoral Programme and in the Workplace 
Table 1 shows respondents’ agreement with statements [6] about the doctoral programme and the 

workplace. In a separate question, respondents from physics were more likely to agree that they had 
respectful co-workers than any of the other disciplines studied. 

In the analysis for the region Africa, it is possible that a significant gender gap was not identified 
either due to the relatively small number of respondents, or due to a relatively small existing gender 
gap. To investigate this, we show the results for countries with HDI ≥ 0.7 (“high HDI”) and those with 
HDI < 0.7 “lower HDI” (table 2). South Africa, at the time of the study, had HDI = 0.704. 

Table 1. Responses to questions on fair treatment in terms of Physics and Africa. 

Statement Dimension Agree Neutral Disagree 
w m w m w m 

“My program treated everyone fairly” Physics 63% 76% 19% 14% 18% 11% 
Africa 65% 62% 18% 22% 18% 16% 

“My employer treats everyone fairly” Physics 62% 73% 17% 14% 22% 14% 
Africa 53% 60% 20% 15% 27% 21% 

“My co-workers are respectful of 
everyone” 

Physics 68% 79% 16% 12% 15% 9% 
Africa 68% 70% 15% 15% 17% 15% 

Table 2. Responses to questions on fair treatment in terms of Human Development Index. 

Statement HDI Agree Neutral Disagree 
w m w m w m 

“My program treated everyone fairly” High 62% 74% 18% 14% 20% 12% 
Lower 64% 70% 19% 17% 18% 13% 

“My employer treats everyone fairly” High 60% 71% 17% 15% 23% 15% 
Lower 52% 60% 21% 19% 28% 21% 

“My co-workers are respectful of 
everyone” 

High 68% 78% 14% 12% 18% 10% 
Lower 61% 69% 19% 18% 21% 13% 

While other factors, for example race and class, may be embraced by the term “everyone”, 
significantly more men (69%) than women (61%) in lower HDI countries agreed that “My co-workers 
are respectful of everyone”: this constitutes a gender gap in the response from men and women, in the 
sense that respondents who are women are indicating that less respect (in a general sense) is exercised 
in their environment than is indicated by men. A significant gender gap in responses exists in both 
high HDI and in lower HDI countries in terms of fair treatment at work, and respect between co-
workers. Because over 80% of African countries fall in the lower HDI category, this may be indicative 
of a gender gap in Africa. 

3.3. Access to resources 
Access to resources was considered through a series of questions covering office space, laboratory 
space, equipment, travel funds, clerical (administrative) support, employees or students, computing 
capability, technical support, access to data, access to scientific literature, and support as a working 
parent. While detailed data exist for each of these resources, a simple single proxy is the average 
number of these resources available. In the global study of all disciplines, the average number of the 
listed resources per year for women is 7.2 and for men is 7.6, with a statistically significant gender gap 
in the multivariate model accounting for confounding factors including age, geographic region, 
employment sector, academic discipline, and HDI. A difference of this kind is likely to have an 
effect 
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of cumulative disadvantage that grows exponentially over the years of a career, as well as providing a 
source of discouragement, as discussed by Valian [11]. 

3.4. Housework 
Further light may be thrown on fair treatment and work-life balance among physicists by a question 
asked both in the global survey of physicists [1] and the global survey of scientists [6, 14]: “Who is 
responsible for the majority of the housekeeping in your household?” Responses are shown in figure 2. 
Because the 2010 survey used HDI > 0.8 as the cut-off to distinguish very highly developed countries 
from less developed, we have used the same cut-off in Figure 2. All countries in Africa had HDI < 0.8. 
It is possible that more men in physics may be undertaking more household work themselves in 2018 
than in 2010 (the years of the surveys). However, it is difficult to be certain because the same 
respondents did not necessarily answer both surveys. There appears to be more employment of 
domestic workers apparent in the 2018 survey. 

(a) 010 Physicists, HDI < 0.8 [1] (b) 2018 Physicists, HDI < 0.8 [14]

Figure 2. Household work in responses from physicists only. Colours indicate the same responses in
(b) s in (a).

4. Conclusions and recommendations
We have shown some results which are relevant to fair treatment of physicists and of people in Africa 
from the Gender Gap project global survey of scientists. About a quarter of women in physics (29%) 
and in Africa (22%) report that they have encountered sexual harassment at first hand at school or at 
work. Given South Africa’s history of gender-based violence, it is critical to overcome this problem, 
or to pre-empt it. The Gender Gap book contains a number of recommendations made at the final 
conference [2], from which, in the South African context, we select improved provision of safety for 
women on campus and at work, especially in circumstances where wi-fi is needed for study. The 
provision of both physical safety, and reliable bandwidth, in libraries, laboratories, offices and 
residences is vital in protecting women without compromising their education or work. From the same 
source, we recommend an ombudsperson, within universities or companies, who is a woman. Given 
the transformative nature of the physics community in South Africa and the concept of physics 
identity, we recommend building a culture within the physics community that combats harassment and 
violence of any kind.

It is heartening to note that in the survey of multiple disciplines, physicists reported the highest 
levels of respect from their colleagues. At the same time, women in physics are less likely than men to 
report that they are treated fairly in the doctoral programme or in employment, and less likely to report 
fair treatment by, and respect from, their co-workers.  This extends to a reported lower availability of 
resources for women. Straightforward measures are recommended: monitor support, wellbeing, 

 

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 452



mentoring and progress of female academics and students; make the selection processes transparent; 
noting that both female and male representatives on recruitment committees may have unconscious 
bias in favour of men, provide unconscious bias training; and make the gender lens the responsibility 
of a dedicated person on each selection or allocation committee. We recommend replacing the 
assessment of publications using a count of the papers of an individual by nomination of her or his 5 
best papers [12]. In addition, charters and accreditations have proved to be successful aids to a 
welcoming departmental atmosphere [13], and the exploration of the concept of gender budgeting, 
which has already been used in sub-Saharan Africa by governments [3], should be encouraged. 

Comparison of the 2010 and 2018 surveys for physicists indicate that, for lower HDI countries, 
there is a slightly larger percentage of men in 2018 indicating that they do their own housework. While 
the respondents may not be the same individuals in the two surveys, the evidence suggests a shift in 
the approach of male physicists to household responsibilities. The contributions of men in all aspects 
of improving the environment for women in physics are welcomed.  
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Abstract. As the level of participation of women in physics changes, it is of interest to 
understand whether a gender gap exists in publication, and what trends can be observed. This 
paper quotes data from the joint data-backed study of publication patterns that was undertaken 
as a task within the Gender Gap in Science project initiated through the International Science 
Council. The study was based on metadata available through publication databases, which allow 
inference of author gender from name strings using services that provide access to databases of 
names. Five such services were benchmarked. Results have been made available in an interactive 
online tool, from which the data available from South Africa have been drawn. Within the 
Astrophysics Data System, the rise in South African publications in the field can be observed, 
together with the evolution of the proportion of authorships by women. A global result from this 
project is also very relevant to South Africa:  fractional authorships by women in high-impact 
journals in theoretical physics show average percentages of women near 10%, with little or no 
tendency to rise since 1999, while top journals in astrophysics and astronomy show steadily 
rising fractional authorships which have approximately doubled since 1999. The implications 
for South Africa are explored. 

1. Introduction
Peer-reviewed publications are the basis of the body of scientific knowledge and of acknowledgement 
of contributions to science. In many countries, authorship is also used in the evaluation of individual 
performance and institutional achievement, and has become a part of hiring and promotion practices.

This is the case in South Africa, and is particularly relevant in building a strong base in basic sciences 
as the community of practice transforms itself towards a more equitable gender balance. Major projects 
in South Africa include co-hosting of the SKA1, particle physics at CERN2, and the National Institute 
of Theoretical and Computational Sciences. In the wider context relevant to this study lie theoretical 
physics, astronomy and astrophysics, and the many domains of physics and applied physics in South 
Africa. 

There is a known gender gap in publication practices, and a known under-representation of women 
as authors in high-ranked journals. This short paper describes results from the Gender Gap in Science 

1 Square Kilometre Array Telescope 
2 European Organization for Nuclear Research 
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project [1] in the context of two questions relevant to South Africa. Firstly, how do publication patterns 
among women in astrophysics and astronomy compare with publication patterns in theoretical physics 
- what can South Africa learn from global data? Secondly, what data can be obtained from the project’s
study of bibliometrics for women in physics in South Africa?

A scientometric study of physics, including astronomy [2], has recently been completed in South 
Africa. The data are drawn from the South African Knowledgebase, which captures the self-identified 
gender of authors. Evidence of positive change of the community of physics with respect to women is 
captured. Nevertheless, the discipline lags the other basic sciences in percentages of women. 

Of papers authored in physics and astronomy in 2016, 83% were co-authored with at least one 
international researcher [2]. Collaboration appears to foster authorships by women in physics [3]. 

Contrasts across subdisciplines may exist. A concept of specific relevance to this paper is the “field-
specific ability beliefs hypothesis” put forward by Leslie et al. [4], whose formulation indicates that the 
extent to which practitioners “believe that success depends on sheer brilliance” is a good predictor of 
under-representation of women in that field.  

1.1.  The Gender Gap in Science project 
This project, “A Global Approach to the Gender Gap in Mathematical, Computing, and Natural 
Sciences: How to Measure It, How to Reduce It?”, was a 3-year collaboration of eleven scientific unions 
and global organisations3. Three major tasks were undertaken: a global survey, a data-backed study of 
publication patterns, and the formulation of a databases of initiatives known to have successfully 
addressed the gender gap in science. The project book [1] provides a complete report on the three tasks 
and on recommendations arising from the study. 

2. The Joint Data-Backed Study of Publication Patterns
The objectives of the study of publication patterns included the provision of insights into the proportions
of women as publication authors, and the presence of women as authors in top journals (“top” journals
in each field were identified by members of the discipline participating in the study) [3]. While other
aspects, such as author drop-out rates of men and women, were covered, these are not included in the
present brief study.

In a study of this kind, expertise is required across data science, scientometrics, gender studies and 
sociology, and in the Gender Gap project domain experts were available to collaborate and to check the 
methodologies used.  

3. Methodology of the Joint Data-Backed Study of Publication Patterns
A full description of the methodology [3] will be found in the project publication [1]. In this study, an 
instance of authorship refers to a one-to-many pair of a publication and an author. A fractional 
authorship of a paper with n authors is defined as 1/n.

Data for physics and astronomy were sourced from the Astrophysics Data System (ADS) [5] and the 
arXiv [6]. The limitations and rationale is provided by Mihaljević and Santamaría [3]. Geoinformation 
was extracted from affiliation where possible using the Stanford Named Entity Recogniser NER, 
GeoNames, and CERMINE [7]. Authorships and author profiles were extracted; gender inference was 
performed using Gender API, genderize.io, Python gender guesser, and Russian surname suffices [8]. 
All author names were assigned an identifier of ‘female’, ‘male’, or ‘unknown’. The method was 
benchmarked [9] and it was shown that unknown names more likely to be associated with men, and 

3 IMU, the International Mathematical Union; IUPAC, the International Union of Pure and Applied Chemistry; 
IUPAP, the International Union of Pure and Applied Physics; IAU, the International Astronomical Union; ICIAM, 
the International Council of Industrial and Applied Mathematics; IUBS, the International Union of Biological 
Sciences; IUHPST, the International Union of History and Philosophy of Science and Technology; ACM, the 
Association for Computing Machinery; UNESCO, the United Nations Educational, Scientific and Cultural 
Organisation; GenderInSITE, Gender in Science, Innovation, Technology and Engineering and OWSD, the 
Organisation of Women in Science for the Developing World. 
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therefore that fractions of women in the final analysis are likely to be upper bounds. A public interactive 
database was built which has been used as the data source for the present paper. 

Automated inference of gender is a sensitive and complex subject. The methodology and its 
limitations were discussed in a critical paper by Mihaljević et al., 2019 [10]. Automatically inferred 
gender may contrast with internal perception of gender. In the present study, only binary gender was 
inferred. Statements about societal issues based on publication meta-data may be subject to error. 
Fairness, Accountability and Transparency in Machine Learning is a critical element of the field [10]. 
Selection bias may be present due to the datasets that are available; in the present study this primarily 
affects names from certain regions. The removal of authors classified as “unknown” from the dataset 
may cause exclusion bias favouring groups for whom gender inference is easier.  

Usage of the research may change the system being observed. One or another group may become 
objectified, to the detriment of the scientific field. The logical misuse of publication data to justify the 
lack of women professors or grant holders is not unknown [10]. 

Given these limitations, why should publication pattern analysis be attempted? The answer is at least 
partially that physics is experiencing a well-defined problem in gender balance, and the gender gap 
needs to be understood and remedied based on the evidence available. This short paper addresses two 
useful aspects emerging from the data-backed study of publications in the Gender Gap project, 
concerning a global gap between astronomy and physics, and specific data available on the publication 
patterns of women in South Africa. 

4. Global findings
The database is publicly available [11]. From the ADS, data from 1970 to March 2018 were drawn, with
selection of publications in “Astro” only. From 777 270 documents, 181 172 author profiles were
extracted. Gender could be assigned to 93 608 of which 15% could be classified as female and 60% as
male. From the arXiv, data from 1991 to July 2019 were drawn, with selection of the theoretical physics
subfield only (noting that High Energy Physics has its own platform, not on arXiv). Of 1 667 512
documents, 458 485 author profiles were extracted. Gender could be assigned to 281 602 of which 17%
could be classified as female and 83% as male. The first result that is evident is that the fraction of
female authorships in astronomy/astrophysics contrasts with other physics subfields in arXiv (figure 1).

Figure 1. Global 
fractions of authorships 
by women per physics 
subfield and year in 
publications indexed in 
the arXiv. Reproduced 
under CC-BY 4.0 [3]. 

From “top” journals identified by participants in the project, the percentages of authorships by 
women in astronomy and astrophysics, and in theoretical physics, have been derived and are shown in 
figures 2 and 3. 

It is of interest to note that in the Global Survey of Scientists, to which there were 32 346 respondents 
from 159 countries, of whom there were 7 570 in physics and 2 597 in astronomy/astrophysics, the 
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question was asked “During the last five years, how many articles have you submitted to journals that 
are top-ranked in your field?”. A model indicated that the self-perceptions of men and women of their 
rate of submissions to highly ranked journals are similar [3].   

Figure 2. Percentage of fractional authorships 
from women in three top astronomy and 
astrophysics journals per year since 1970. 
MNRAS: Monthly Notices of the Royal 
Astronomical Society. The journals Astronomy 
and Astrophysics, The Astronomical Journal, and 
Science follow similar trends. Reproduced under 
CC-BY 4.0 [3].

Figure 3. Percentage of fractional authorships 
from women in top theoretical physics journals 
per year since 1999. Physical Review D, Journal 
of Physics A, and Journal of Mathematical 
Physics show similar trends. Reproduced under 
CC-BY 4.0 [3].

5. South Africa
Within the Gender Gap publication database [11], the available data relevant to physics are from ADS
only. The last year shown in each study does not include all papers published in that year.

Figure 4. Chronology of absolute numbers of 
authorships extracted from ADS, [11]. 

Figure 5. Chronology of percentages of 
authorships extracted from ADS, [11]. 

Figure 4 shows that South Africa experienced steady growth in the number of papers accessible through 
ADS, and figure 5 indicates that the percentage of authorships identified within this study as those of 
women rose from 6% in 2000 to 13% in 2017.  
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In figures 6 and 7, the same data [11] are compared with authorships identified from a recent South 
African scientometric study of physics [2]. These author profiles are based on self-identification of 
gender in the South African Knowledgebase. Only binary gender is available in the results [2].  It is 
observed that the number of authorships assigned through the Gender Gap publication pattern study [11] 
is between ⅛ and ⅓ of those available to the scientometric study. Figure 7 shows the percentages of 
authorships by gender in the two studies.  The fraction of authors identified as women is very similar in 
the two studies. Trends with time are similar for the percentage of authors who are men. The automated 
gender assignment benchmark study [9] indicated that unknown names are more likely to be those of 
men, and it is not impossible that this is supported by figure 7. 

Figure 6. Numbers of auhorships, [2],  [11] Figure 7. Percentages of authorships, [2], [11] 

Profiles for two additional countries were drawn for comparison with South Africa. Egypt was 
chosen as an African country in which significant publication in physics is taking place. The data for 
Egypt show a surge in publications after 2010, and the percentage of authorships by women dropped 
from 9% (2000) to 7% (2017). Brazil was chosen as a country perhaps close to South Africa in science 
infrastructure. The percentage of authorships by women was 15% in 2000 and 17% in 2017, a slow rise. 

6. Conclusions and recommendations
In global trends within publication patterns of women, the difference in authorships between 
astrophysics/astronomy (≈20%) and theoretical physics (≈10%) is both striking and relevant in the 
context of South Africa, which has significant success and investment in both these fields. In the 
database of publication patterns, top journals in astronomy and astrophysics exhibit rising percentages 
of female authorships, while percentages in some of the top theoretical physics journals appear to be 
stagnating or rising more slowly. Understanding the successes visible in astronomy may help theoretical 
physics.

A starting hypothesis is that there is a higher percentage of women in astronomy and astrophysics 
than in theoretical physics. As an illustrative example, data from the USA for 2017 [12] indicate that 
women earned 40% of astronomy doctorates, and 20% of physics doctorates. The Gender Gap project 
was not designed to measure percentages of women across the disciplines studied, and the data from the 
scientometric study do not provide gender disaggregation in subfields. If the fraction is indeed higher, 
this would contribute to explaining the lower publication rate in physics.  

However, we should then ask why physics is less attractive to women, or loses women faster, than 
astronomy [3].  In terms of culture or bias, is the field-specific ability belief hypothesis [4] that “success 
depends on sheer brilliance” useful in explaining lower numbers, and stagnating publication rates, within 
theoretical physics? It is recommended that testing whether such beliefs are present may provide useful 
insight, and may lead to cultural changes which attract and retain women in theoretical physics. 
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Collaboration, in general, fosters higher publication rates by women [3]. Both astronomy and high 
energy physics are highly collaborative fields. However, the latter has its own preprint platform and is 
not well-represented on the arXiv database, and papers with more than 100 authors may not have been 
captured in the South African scientometric study due to rules governing the data collection process. 
Collaboration may be assisting women to publish, but the accessible data do not allow the effect to be 
definitively seen in these studies for South Africa. 

South Africa experienced significant growth in the percentages of female authorships illustrated in 
publications accessible through ADS: the percentage of authorships identified within the publication 
pattern study as those of women rose from 6% in 2000 to 13% in 2017. The percentages of authorships 
by women in the publication pattern analysis using ADS [11] are similar to the percentages of 
authorships by women in the South African scientometric study of physics [2], although the two source 
datasets each have limitations. 

Astronomy has run active development programmes in Southern Africa, and both the physics 
community and university departments have specific initiatives targeted at closing the gender gap. The 
outcomes of an intense effort to build an equitable physics culture may be evident in the fact that South 
Africa has a much greater rate of increase in physics publication by women than the two countries with 
which comparisons were made, Egypt and Brazil. 
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Abstract.
This paper reports the events and impact of a two-day Physics Without Frontiers (PWF)

quantum computing School that took place on the 14th and 15th of November 2020 at the
National University of Lesotho (NUL). Sponsored by the International Centre for Theoretical
Physics (ICTP) and aimed to run annually, the School was intended to introduce quantum
computing; using existing open-source quantum computing platforms, to undergraduate
students in Lesotho as well as to highlight how quantum computing can be used as a driver for
the Fourth Industrial Revolution (4IR). The School was also intended to encourage students to
consider furthering their study in quantum computing and related disciplines. This (hoped-to-
be annual) event will potentially unite the NUL, the Lesotho government and the ICTP in a
long-term relationship; to the benefit of young Basotho scientists and students. The November
2020 event was, in and of itself, a success on several response measures including good and
consistent attendance over the two days, as well as being influential based on several students’
requests for postgraduate reference letters following this event. The outreach approach used here
can be replicated elsewhere, especially in Africa, in order to capacitate students with quantum
computing skills. Challenges encountered in this event will also be discussed in the paper.

1. Introduction
The first quantum revolution started in the early 1900s; with the birth of quantum mechanics.
Quantum mechanics probes the world at a sub-atomic level. During the second half of the
20th century; in the 1970s, the second quantum revolution was born [1]. The second quantum
revolution is characterized by the use of concepts from quantum physics in order to process
information. This use of quantum mechanical concepts in order to process information is referred
to as quantum information processing (QIP) [1, 2, 3].

Some of the sub-fields of QIP include quantum cryptography [4] and quantum computing
[5]. Quantum cryptography uses quantum mechanical concepts such as the no-cloning theorem
and Heisenberg’s uncertainty principle in order to enable secure communication of information.
On the other hand, quantum computing makes use of quantum mechanical concepts such
as interference and superposition in order to perform computations in a manner that offers
computational advantage over conventional computing paradigm [1]. Coincidentally, in addition
to being one of the sub-fields of the second quantum revolution, quantum computing is also one
of the driving technologies of the fourth industrial revolution (4IR) [6, 7]. As a consequence,
quantum computing has gained some traction beyond the academia.
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Despite the growing popularity of quantum computing in other parts of the world [8], there
are other parts of the world where the awareness of quantum computing is still limited. These
parts are predominantly in the global South. This limited awareness of quantum computing in
the global South can be addressed through science communication approaches such as outreach
and public engagement activities [9].

In this paper, we provide a report on the two-day quantum computing outreach activity that
was held in Lesotho in November 2020. The goals of this outreach activity were:

• to introduce quantum computing to undergraduate students in Lesotho; and

• to encourage these students to consider pursuing their studies in quantum computing.

The remainder of this paper is structured as follows. The next section provides the
background information on quantum computing and science communication. This is followed by
Section 3, which outlines how the quantum computing outreach activity discussed in this paper
was conducted. Furthermore, Section 4 discusses the outputs of the outreach activity, including
the lessons learnt from this quantum computing outreach. Finally, Section 5 concludes this
paper.

2. Background Information
2.1. Quantum Computing
As already stated earlier in this paper, quantum computing uses quantum mechanical concepts
in order to perform computation. Additionally, in order to process information, quantum
computing uses a quantum bit (qubit) as a unit of information [1]. A qubit is analogous to
a binary digit (bit) in conventional computing paradigm. Additionally, a qubit can exist in
superposition of two quantum computational basis states, namely |0〉 and |1〉.

Mathematically, a qubit can be represented as [1, 10, 11]:

(1)|ψ〉 = α|0〉+ β|1〉,

where α and β, which are known as probability amplitudes, satisfy the condition:

|α|2 + |β|2 = 1. (2)

In order to implement quantum computing on the existing noisy, intermediate-scale quantum
(NISQ) computing devices [12], various quantum computing software frameworks can be used.
These frameworks include [7, 13, 14]:

• QuTiP;

• IBM‘s Qiskit;

• Google‘s Cirq and TensorFlow Quantum;

• Amazon‘s BraKet; and

• Xanadu‘s StrawBerry Fields and PennyLane.

2.2. Science Communication
Besides communicating with peers through the publication in scientific journals, scientists can
also communicate directly with the general public [9, 15]. Various approaches can be used by
scientists to engage with the general public. These approaches include [9]:

• outreach activity;

• public engagement;

• diversity and inclusion promotion activity; and

• knowledge exchange.

The communication approach that was used in the work reported in this paper is the outreach
activity. The details of this outreach activity will be provided in the next section.
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Table 1. Summary of Topics Covered on Day 1.

Topic Speaker

Introduction to Quantum Computing
Quantum Computing and the 4IR
Introduction to Python
Navigating Through Google Colab
Hands-on Introduction to QuTIP

Makhamisa Senekane
Makhamisa Senekane
Makhamisa Senekane
Naleli Matjelo
Makhamisa Senekane

Table 2. Summary of Topics Covered on Day 2.

Topic Speaker

Hands-on Intro. to QISKit
Hands-on Intro. to Cirq and TensorFlow Quantum
Hands-on Intro. to BraKet

Makhamisa Senekane (MS)
Naleli Matjelo (NM)
MS

Hands-on Intro. to PennyLane and Strawberry Fields NM
Careers Opportunities in Quantum Computing MS and NM

3. The Quantum Computing Outreach Activity
The two-day quantum computing outreach activity was held at the National University of
Lesotho‘s Roma Campus, Lesotho, from the 14th November 2020 to the 15th November 2020.
This outreach activity was organized by the International Centre for Theoretical Physics (ICTP)
Physics Without Frontiers (PWF) and the National University of Lesotho (NUL). The ICTP
PWF provided both the technical and the financial support, while the NUL hosted the event
and prepared the learning material for this activity.

As already stated, this outreach activity was intended to introduce quantum computing
to undergraduate students studying in Lesotho. Therefore, in order to prepare for the event,
invitations were sent out to the three universities in Lesotho; namely the NUL, Botho University,
and Limkokwing University of Technology. Students who were familiar with computing and/or
physics were requested to apply for the event electronically, and successful candidates were
notified via an e-mail. Consequently, 34 students were invited to attend this event.

The topics that were covered on the first day of the quantum computing outreach activity are
provided in Table 1. In essence, the first day was intended to introduce the students to Python
programming language [16] and quantum computing. Additionally, students were exposed to
cloud-based programming environment using Google Colaboratory/colab [17]. Finally, they were
briefly introduced to one of the quantum computing frameworks, namely QuTiP framework.

On the other hand, the topics covered on the second day are provided in Table 2. These topics
were mainly geared towards exposing the students to different types of quantum computing
frameworks. Finally, the students were exposed to the career opportunities in quantum
computing. Originally, more speakers were invited to give lessons in this School. However,
due to various challenges, especially owing to the fact that the School took place on a weekend,
ultimately, only two speakers were able to give lessons in this School.

Through-out this two-day event, the students were using their own computing devices and
using Google Colab to run their codes, while the free internet access was provided by the National
University of Lesotho. Furthermore, the students were permitted to discuss the quantum
computing exercises provided with their colleagues. Figure 1 shows students sharing ideas
during one of the exercises.
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Figure 1. Students engaging with the exercises during the quantum computing outreach event.

4. Outreach Activity Outputs
In total, 34 students registered for the quantum computing outreach activity. These students
came from two of the three universities in Lesotho, namely the NUL and Botho University.
Figure 2 provides an overview of the students who attended, and their institutions. As can
be observed from the figure, majority of the participants were from then National University
of Lesotho. This might be due to the publicity that this event received within the National
University of Lesotho, as opposed to two other universities.

Figure 3 shows participants when dis-aggregated by gender. It can be observed from the data
that when dis-aggregated by gender, the list of participants paints a very gloomy picture. This
gender disparity underlines the necessity to pay attention to gender representation during the
admission process of the participants. Furthermore, the disparity underlines the need to further
mainstream gender equality, especially in the quantum computing community.

At the end of the event, the students who successfully attended all the sessions of this two-
day event were awarded with certificates of participation. Of the 34 students who were invited
to attend the quantum computing event, 32 were awarded with the certificates of successful
completion. Figure 4 shows the design of the certificate of participation that was awarded to
the students upon successful completion of all the activities.

The first goal of the quantum computing outreach activity was to introduce the undergraduate
students in Lesotho to quantum computing. This goal was met, even though the attendance of
the students was dominated by one university. Furthermore, the attendees were predominantly
male.

On the other hand, the second goal of the outreach activity was to encourage students to
consider pursuing a career in quantum computing. After the completion of the event, several
students have approached the event organizers (the authors of this paper), requesting reference
letters for postgraduate studies.

As stated earlier, this quantum computing outreach initiative was a result of a collaboration
of the ICTP PWF and the National University of Lesotho. This collaboration underlines the
necessity of the resource-constrained countries to explore the possibility of joining hands with
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Figure 2. Quantum computing outreach activity participants, by institution.

Figure 3. Quantum computing outreach activity participants, by gender.

the established entities in order to up-skill and develop their communities. Furthermore, the
learning material produced in this collaborative work can be used by other resource-constrained
countries as a tool to introduce quantum computing to the undergraduate students.
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This is to certify that 

——————————————————————————
attended the 

ICTP Physics Without Frontiers
School on Quantum Computing.

National University of Lesotho
14th - 15th November 2020

Prof. Bobby Acharya
Co-Coordinator of PWF

Dr. Molefe Makhele
Head of the Department of Physics

Figure 4. Upon the successful completion of all the sessions of the event, the students were
awarded with certificates of participation.

5. Conclusion
In this paper, we have discussed the details concerning the two-day quantum computing activity
that was held in Lesotho in November 2020. Additionally, we have discussed the challenges
that this activity faced, and the lessons learnt from hosting the activity. We have also reported
on the impact of the event. Finally, we have argued that the approach used in organizing and
hosting this activity can be replicated elsewhere in a resource-constrained country, especially in
Africa.
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Abstract. Artificial Intelligence (AI) and Quantum Machine Learning (QML) have become
the most promising significant tools for addressing the challenges of the Fourth Industrial
Revolution (4IR). Besides its use in understanding physical and complex systems, these tools
have demonstrated unmatched potential applications in numerous research disciplines and
sectors such as banking, finance, social networks, cybersecurity, and health. Most importantly,
recently, they have played a critical role in addressing challenges related to the Covid-19
pandemic. While these developments are remarkable, Africa has been lagging. Therefore,
this paper aims to identify opportunities behind the challenges of implementing AI and MLA
in addressing this technology gap, especially in earlier sectors, and fully participate in the
4IR. While the quantumness presents various opportunities, especially for industries and
stakeholders, we examine which intelligent tools can address these challenges. Thus, this will
allow the proper application of these techniques to solve Africa’s long-standing problems.

1. Introduction
Artificial Intelligence (AI) has driven development in technology in many societies and economies
of developing countries to enforce sustainable human development. AI has been defined as the
“science and engineering of making intelligent computer systems” to enhance learning and de-
cision making for solving problems [1]. Many countries have benefited from applications of AI,
which provided faster performance and efficiency in conducting tasks better than humans. At
present, AI systems can understand human expressions, recognise images, predict traffic, and
many others. It has aided technological innovation as digitalised data continued to grow, and
thus many economies depended on its applications in order to expand the digital revolution that
addresses challenges of the Fourth Industrial Revolution (4IR) [2]. Quantum machine learn-
ing (QML) is an emerging field encompassing systems learning without being programmed or
modified. As data grows massively, better computing storage and performance are required to
achieve accurate results faster. Therefore, QML enhances systems through superposition and
entanglement tools to solve complex systems and perform operations on large data. It has also
been successful in optimising classical machine learning algorithms [3].
Such applications of AI and QML are transparent across sectors such as banking, finance, social
networks, cybersecurity, and health and are currently addressing the Covid-19 pandemic, as
discussed in this paper. Since AI and QML are the elementary technology of the 4IR, various
developing countries have been committed to developing their competencies. AI and QML have
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both aimed at sustaining human development in many countries; however, there is a wide vari-
ation between developing countries and Africa in applying these tools. Africa has been falling
behind with visions of accessing these 4IR tools due to some challenges; among them is poor
growth of human capital, which leads to poor productivity as per Amankwah-Amoah [4]. On
the other hand, these tools can bring industrialisation opportunities that have considerable po-
tential to improve the economies in Africa so it could be more efficient and competitive in its
industrial processes. As Africa leans towards the acquisition of these tools, it will address various
challenges which impact the implementation of the 4IR, which are necessary for technological
progress in order to achieve a successful transformation in the sectors as mentioned earlier [5].

Against this background, we explore ways in which Africa can benefit from the Fourth
Industrial Revolution to solve some challenges, bringing some development in some countries
in the various stated sectors. We show how AI and QML can impact these sectors to close
the technological gap between Africa and other developed countries. Moreover, we demonstrate
how these tools can impact these various sectors. Therefore, we organise this work according
to the following. First, section 2 examines the impact of AI and QML in developing countries’
economies, especially its relevance in Africa. Second, in section 3, we identify opportunities
available for the continuous development of economies in Africa. Third, in section 4, we
demonstrate the advantage of the quantumness (i.e., the condition of being quantum in nature),
especially in performing high-end tasks faster and efficiently then; finally, in section 5, we
conclude.

2. Impact of AI and QML in economies of developing countries
AI has been successful in various developing countries at performing different tasks that assist
people. Nowadays, many intelligent assistant software can understand human behaviour based
on a pattern from data collected by that software. Various industries use this data to give better
comfort of using the software to their customers, thus driving the economies. QML, on the other
hand, utilises superposition and entanglement to give a better computational performance and
is expected to revolutionise the future. Since it has successfully optimised classical machine
learning algorithms to solve complex systems, it will also escalate the development of AI-based
systems. This is on account of qubits being able to occupy two simultaneous states |0⟩ and
|1⟩ at once. Thus QML suffices up to the task of solving computationally-intensive operations.
QML has shown its unmatched potential by solving algebraic computational problems such as
the problem of factoring large integers using Shor’s algorithm, which improves computational
speed and data storage over a range of computer systems [6]. Moreover, the advance of AI and
ML have resulted in the need to pay more attention to the provision of privacy to the data being
analyzed [7, 8].

The 4IR promotes the implementation of AI and QML for efficient industrialization. However,
Africa has fallen behind in technological development, and the challenges are poor human
development which involves poverty, youth unemployment, poor health, and education. Another
motive for Africa being undeveloped is due to lack of technical education across various countries,
thus stagnating the economies [9]. Nevertheless, AI and QML can increase opportunities offered
by technology to transform Africa and bring innovative ideas over numerous sectors. These
tools can enable Africa to close the technological gap with developed countries and encourage
economic growth. Failing to exploit the opportunities of 4IR will consequently urge additional
risks on African stakeholders, with no attempts to find new innovative ideas for digital growth.
This will additionally weaken global competitiveness as Africa risk falling behind.
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3. Opportunities available for continuous development of economies in Africa
3.1. Banking & Finance
AI and QML are significant in interacting with people such that they acquire data to perform
cognitive activities such as learning, understanding, and giving feedback on the best course of
action. As such, they enhance software capabilities, and due to this, many software nowadays
can automate some banking processes that involve customer accounting, making payments, or
cash handling. Therefore, customers could enjoy faster services at the comfort of staying home
instead of forming long queues at banks. Customers can also benefit from using straightforward
assistant services from their devices to make financial plans, whereby the software analyze their
behavior and best interests for better well-planned and cost-effective actions [10].
QML can be used in communication to manage information and insist on better encryption
methods. For example, through quantum key distribution (QKD), an untrusted party is
prevented from eavesdropping on the information shared by, in context Alice (client) and Bob
(server) [11]. Thus this demonstrates the capability of cryptographic algorithms securing data
from attack or leaking, which will be a successful application in banking and finance [12].
Furthermore, since AI and QML can fluently analyze data and give accurate results through
algorithms, it can help to forecast risks in loans which can improve the long-term growth of
industries [13], thus developing the economy.

3.2. Social networks
These tools have demonstrated the ability to drive the economy through social networking
primarily, as Africa can acquire needed skills to understand its customer trends, offer preferred
product or service (through recommendation systems) [14], based on the data accumulated. This
will help industries to effectively manage resources through citizen participation, thus promoting
the market growth. Nowadays, the same knowledge and technology are used in popular software,
such as LinkedIn and Facebook, to suggest preferable connections and serve users with specific
posts of interest in their feed. QML can also create a secure network by merging with the Internet
of Things (IoT) and Blockchain [15], which will improve efficiency in systems that contain large
data and also provide reliable data protection schemes. Distribution of marketing content will
also be faster and monitored easily across most social media platforms, with shortened links and
some auto-scheduled shares. Industries in Africa could also use these technologies to recognize
emerging customer trademarks and keep track of social mentions to identify approaches for
better social media promotions [16].

3.3. Cybersecurity
AI can be used in the 4IR to strengthen cybersecurity in Africa by detecting data breaches
to remove unwanted data or malware from systems being developed to lower the cyber-attack.
This is done through analyzing patterns from input data and recognizing unusual patterns of
behavior. These could enable quality protection through QML in systems or accessories when
using artificial neural networks and data mining techniques such as classification, clustering
and regression-to- to ultimately give better security services [17]. Through QML, it could be
relatively easy and faster to determine how vulnerable or exposed the system is, guided by
how the pattern behaves to recognize the infiltration points. This will therefore alert authorities
much sooner to protect sensitive data from being swindled from their computers [18]. Nowadays,
AI provides more intelligent biometric authentication systems such as face or voice recognition
and fingerprint scanning across various devices. As a result, authentication is improved; for
example, in voice recognition, tone, accent, and pitch are analyzed much faster, and biometric
systems can identify unique voice impressions accurately [19]. According to Perdomo-Ortiz et al.
(2018), QML will assist in storage and performance challenges, wherever systems contain large
data, and also build systems that will transform current security initiatives, such as quantum
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sensors, quantum radars, and location detection, which cannot be interfered with easily [20].
Furthermore, since these systems also use communication systems, they will be secured through
quantum encryption.

3.4. Health
Digital technology will play a significant role in making cost-effective algorithms to diagnose
patients effectively by learning from past cases or reports to enhance clinical decisions. This
technology can also monitor multiple patients at the same time through medical algorithms.
These algorithms can also offer self-service to patients with health-related inquiries and thus save
time, effort, and most importantly, lives [21]. Moreover, AI machines are capable of analyzing
data from past surgeries recorded, and they could be more precise at detecting illnesses and
even discover some new surgical procedures, which could improve the health facilities in Africa.
Finally, in battling current medical concerns, AI and QML can track the spread of Covid-19 by
effectively evaluating existing data to make predictions on infection rates across countries [22];
this provides viable information and meaningful future guidance across Africa.

2

4. Simulation of Grover’s algorithm
Grover’s algorithm enables one to find a specific element of interest within an unordered set
of elements, with probability greater than 1 . Quadratic speedup needs to optimize classical
algorithms. However, its applications can be considered in various and broad disciplines. We
simulate Grover’s search algorithm, with several items as N = 2000 for two input qubits. The
amplitude is obtained as:

sin θ =
1√
N

=
1

2

where θ = sin−1(
1

2
) =

π

6

(1)

with the probability of 1
4 .

If we consider the element ′0,1′ to be part of the database we wish to perform a search on, then
it would be an input register |x⟩ = |01⟩. Then we reference the winner item as |k⟩; therefore,
oracle Uf will act as follows:

Uf |k⟩ =
1

2
(|00⟩ − |01⟩+ |10⟩+ |11⟩),

or

Uf =


1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1


(2)

and it will distinguish the element 01 from the rest of the other elements.
The winner item is obtained following the condition:

f(x) =

{
1 x = k
0 otherwise

(3)

for all N = 2000 items.
The input qubits and target qubits are then passed through a Toffoli gate (using a conditional
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NOT gate) as a control to flip the amplitude of the winner state, which ensures it is converted
to 1s. Next, the conditional phase flips are obtained using a combination of CNOT, X and H
gates. The final step is to restore the winner state to 1, and therefore obtain the results.

Figure 1: Results after performing the Grover’s algorithm search

From Figure 1, Grover’s algorithm is thus significant in optimizing classical machine learning
algorithms to perform high-end tasks faster and efficiently. This shows how much QML and
AI can enhance some daily computational tasks; this makes it powerful in the applications
mentioned above. Furthermore, since ’big data’ is the most concerning challenge, especially
in the classical computing era, QML can thus increase chances of acquiring more excellent
computational performance, speedups and ultimately provide many secure networks against
cyber attacks. Therefore, all this knowledge can improve the standard of technology for the 4IR
implementation in Africa, hence contributing to the growth of economies.

5. Conclusion
We have evaluated and illustrated how AI and QML can become powerful tools in implementing
the 4IR and how these tools can address some significant challenges that prohibit full
industrialization. The significance of these tools has proven effective in sectors such as banking,
finance, social networks, cybersecurity, and health. Hence, it is significant that these technologies
contribute to closing the gap in the mentioned sectors between Africa and other developed
countries.
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[5] Naudé W 2018 Journal of International Affairs 72 143–158
[6] Monz T, Nigg D, Martinez E A, Brandl M F, Schindler P, Rines R, Wang S X, Chuang I L and Blatt R 2016

Science 351 1068–1070
[7] Senekane M, Mafu M and Taele B M 2017 2017 IEEE AFRICON 1432–1435
[8] Senekane M, Mafu M, Maseli M and Taele B M 2021 2021 IEEE AFRICON 1–6
[9] Chemhuru M 2021 African Values, Ethics, and Technology (Springer) pp 17–33

[10] Caron M S 2019 Banking & Finance Law Review 34 169–214
[11] Xi-Han L, Chun-Yan L, Fu-Guo D, Ping Z, Yu-Jie L and Hong-Yu Z 2007 Chinese Physics 16 2149
[12] Sheng Y B and Zhou L 2017 Science Bulletin 62 1025–1029
[13] Bissoondoyal-Bheenick E and Treepongkaruna S 2011 Australian Journal of Management 36 405–424
[14] Hoens T R, Blanton M and Chawla N V 2010 2010 IEEE Second International Conference on Social

Computing (IEEE) pp 816–825
[15] Kaarthi P A and Sathiyabama S 2021 Annals of the Romanian Society for Cell Biology 58–72
[16] Ng C and Law K M 2020 Computers & Industrial Engineering 139 106180
[17] Wu X 2004 IEEE/WIC/ACM International Conference on Web Intelligence (WI’04) pp 7–7

SAIP2021 Proceedings 

SA Institute of Physics 

 

ISBN: 978-0-620-97693-0 Page: 471



[18] Wachter S and Mittelstadt B 2019 Colum. Bus. L. Rev. 494
[19] Fang H, Qi A and Wang X 2020 IEEE Network 34 24–29
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Abstract. The Major Project has been an important component of the 3rd Year Physics 

curriculum at WITS for many decades.  It has proven very popular with the students and has 

allowed academic staff to identify students with research potential as early as the final year 

undergraduate level.  In the original model each student chose a project offered by a member of 

the academic staff, and completed the work required during one of the first three quarters of the 

academic year.  In 2015 the student numbers increased dramatically from approximately 25 

students to approximately 50 students, and it became increasingly difficult to run the projects 

in their existing form. In 2018 the major project underwent a transformation, and since then 

students have completed an Independent Research Essay (IRE) under supervision of a member 

of the academic staff, with a student teaching assistant acting as a mentor for a small group of 

students. This report provides a description of the evolution of the Major Project, paying 

particular attention to the components of the IRE as it is at present.  In particular, it will be 

shown how the IRE may be used to inculcate or enhance essential skills for budding scientists, 

be they enrolled students or graduate student tutors. 

1. Introduction

The final year physics undergraduate curriculum in institutions of higher learning should be designed

to equip students with sufficient background to proceed to post-graduate study, and should also take

note of the number of students that will not continue with their studies following successful

completion of a bachelor’s degree.  Examination of the literature in Physics Education Research (PER)

shows that the vast majority of studies are aimed at addressing teaching and learning at first year level.

This is understandable, as students in the first year of study often arrive from secondary schooling

with critical misconceptions that hamper their ability to succeed at tertiary level.  While PER studies

of higher-level courses are rare, studies that focus on laboratory curricula are even less common.  In

the recent past, reports by Zwickl et al [1, 2] have attempted to provide laboratory coordinators with

guidance as to the design and implementation of innovative higher-level laboratory programmes.

A description of the Physics III curriculum at WITS has been provided previously [3].  In brief, the 

curriculum comprises five modules, for a total of 72 points (this a standard points allocation for a 3rd 

Year course at WITS).  There are four modules that are presented by way of lectures (11 points each), 

and the Advanced Experimental Physics and Project (PHYS3006) module which is worth 28 points.  

At present there are three components of the module: Set Experiments, An Introduction to Electronics, 

and the Major Project.  The Major Project contributes approximately 50% of the final mark for the 

module.  This activity therefore contributes a significant portion of the final mark for Physics III.  

Moreover, the activity has always been extremely popular with the students, who have cited it as the 

most stimulating component of PHYS3006 in several course surveys over the years [3].  Any changes 
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that are made to the format of the Major Project should not negatively affect the existing learning 

goals and outcomes of the activity.  Any implemented changes should also be designed to enhance the 

skills required for graduating students who are proceeding to post-graduate study, and those who will 

be making their way into the workforce [1]. 

This report seeks to provide the reader with a description of the evolution of the Major Project 

component of PHYS3006 for the period 2011-2021.  While it is clear that the initial impetus for 

considering and implementing changes is the remarkable increase in student numbers (see Fig. 1), it 

will be shown that the changes that were made provide the students with the opportunity to develop 

certain high-level skills that will benefit their future careers.  The opportunity for the teaching 

assistants, who support small groups of students, to develop supervision skills, is a useful by-product 

of the changes that were made to the Major Project. 

Figure 1.  Student enrolment for PHYS3006 for the period 2011 – 2021.  This corresponds to the 

period for which the author was the coordinator of the PHYS3006 module.  The data show that for the 

period prior to 2015 student numbers were stable at approximately 25 students.  A sudden increase in 

student enrolment for the period 2015 – 2017 placed severe strain on the existing model for the Major 

Project (see Section 2.), and changes were implemented for 2018 and subsequent years.  The 

Independent Research Essay was introduced and is described in detail in Section 3 of this report. 

2. The Physics III Major Project prior to 2018

The Major Project has been described in some detail previously [3].  Fig. 2 shows a flow diagram of

the Major Project, which indicates that the student and supervisor are in essentially a one-to-one

relationship for the duration of the project.  Some members of the academic staff were able to rely on a

cohort of graduate students that were under their supervision to assist with 3rd Year project

supervision, but this was by no means the case for all supervisors.  The activity was designed to

develop the following essential scientific skills: critical reading of scientific literature, written and oral

communication, and the ability to develop analytical thinking.  Students were introduced to some of
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the research interests of the academic staff in the School of Physics, albeit in projects that were 

designed to be didactic, rather than directly related to the supervisor’s research programme.  As was 

pointed out in the Introduction, students reported that the activity stimulated their interest in physics, 

and it was rated as the most valuable part of PHYS3006 by a majority of students in formal course 

surveys. 

The increase in student numbers, which was first seen in 2015, placed increased pressure on 

supervisors and their research groups.  From having to supervise one project per year, they were now 

being asked to supervise two or three projects.  The inevitable result was “supervisor fatigue”, and the 

activity was no longer a pleasurable experience for the research-active academic staff.  It was clear 

that the Major Project could not continue in its present model, and alternative activities were 

considered. 

Figure 2.  A flow diagram for the Major Project for the period 2011 – 2017.  Further detail is provided 

in Section 2.  As can be seen, this model is dependent on a one-to-one relationship between the 

supervisor and the student.  With the approximately two-fold increase in student numbers first 

encountered in 2015, offering the Major Project in this form became increasingly onerous for 

supervisors.  The Independent Research Essay was introduced in 2018. 

3. The Independent Research Essay (IRE)

The coordinator of the module was reluctant to replace the Major Project with alternative activities.

Firstly, it was clear that the essential skills that the project was able to inculcate could not be imparted

by some of the suggestions that were made.  A proposal for an Independent Research Essay (IRE) was

prepared and presented to the School of Physics Teaching and Learning Committee, and this was

accepted for implementation in 2018.  The activity was designed to retain many of the desirable

aspects of the previous model for the project, but to ensure that the aforementioned “supervisor

fatigue” was minimized.  While the IRE runs throughout the year, the contact time required from the

supervisor, even if more than one essay is supervised, is designed to be less than, or equivalent to,

supervision of an experimental, computational, or theoretical project.  To this end, responsibilities

were devolved from the supervisor to teaching assistants.  For the purposes of the activity, the job

description of the teaching assistants is Essay Tutor.  Each tutor was allocated a small group of

students (between five and ten) and asked to act as mentors.  Details of the responsibilities of

supervisors and essay tutors are provided below.

A flow diagram of the IRE is shown in Fig. 3.  It is immediately obvious that continuous 

assessment is part of the model, as each student is required to submit a minimum of two and a 

maximum of three documents for assessment, in addition to the assessment of their oral presentation 

(known as the Oral Defence in this case).  Readers that are familiar with the procedures for Higher 

Degrees will notice that the activity is designed to introduce the 3rd Year students to the scientific 

process of doing research.  Each student is required to prepare a Research Proposal, which must 

contain a Literature Review and a Work Plan.  More details of this phase of the IRE are provided 

below.  It is recommended to the students that they submit both a First Draft and a Final Draft of the 
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IRE, so that they can respond to the comments made by the supervisor on the First Draft.  Some 

students decide to only submit a First Draft, or only to submit a Final Draft. 

Figure 2.  A flow diagram for the Major Project for the period 2018 – 2021.  Further detail is provided 

in Section 3.  In this model is the time demands on supervisors are significantly reduced.  Much of the 

day-to-day support is provided by the essay tutors.  The essay tutors benefit by learning how to 

supervise a small group of students. 

3.1.  Supervisor Essay Topic Proposals 

Every research-active member of the academic staff is required to submit at least one Essay Topic 

Proposal.  It is suggested that the essay topic be sufficiently broad so that more than one distinct essay 

is possible (for example, the broad title of “Superconductivity” will allow the supervisor to offer 

several distinct essays).  The proposal consists of supervisor details, a short synopsis of the essay as 

envisaged by the supervisor, and a short list of readily accessible introductory reading references. 

These proposals are posted on the Learning Management System web page for PHYS3006. 

3.2.  Student Essay Topic Choice 

Students are divided into three groups.  Each group receives a tailored list of prospective supervisors 

and their proposed essay topics.  Students are required to make a shortlist of essay topics that interest 

them, and to make (and attend) appointments to meet with at least three potential supervisors before 

making their final choice of topic.  The final choice is signed off by both the student and the 

supervisor. 

3.3.  Research Proposal: preparation and assessment 

Supervisors are requested to provide additional references (if necessary) once they have accepted a 

student for supervision.  The student is expected to use the reading suggested to seek additional 

references, and to prepare a Research Proposal of six pages which includes a Literature Review and a 

Work Plan.  The final document must go through plagiarism detection software before it is submitted 

to an online submission portal.  A rubric for assessment is provided to both the student body, and the 

supervisors.  The Essay Tutors assist their group of students throughout this process, meeting once a 

week with their group.  Their role is to mentor the students, to ensure that the students are making 

reasonable progress, to provide electronic copies of references, and to assist with referencing style and 

other presentation issues.  Supervisors are only consulted by their student if scientific understanding 

issues arise, and the students are required to make an appointment if they need to consult their 

supervisor. 
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3.4.  Student Oral Defence Presentation: preparation and assessment 

Approximately three weeks before the date of the Oral Defence the students attend a session that 

provides them with tips and suggestions for the preparation and delivery of a successful Oral Defence.  

Each presentation is limited to 15 minutes, which includes 3 minutes for questions.  Essay tutors 

ensure that their small group of students has at least one practice run before their presentation.  The 

number of enrolled students has meant that the presentations are given in several parallel sessions, 

with the supervisors, the essay tutors, and the relevant small group of students in attendance.  The 

essay tutors chair one half of each these sessions, and so gain session chair experience.  Every person 

attending an oral presentation is required to assess the presentations according to a simple rubric.  The 

policy at present is to take the average of the peer assessors, the average of the instructor assessors, 

and for the final mark to be the average of those two. 

3.5.  First and Final Draft: preparation and assessment 

The student is expected to use their Research Proposal, and the comments made by their supervisor on 

the proposal, to do additional reading and research.  The results of the reading, research, and writing 

will be the First (or Final) Draft of the essay.  The final document, which should be between 20 and 30 

typewritten pages, must go through plagiarism detection software before it is submitted to an online 

submission portal.  A rubric for assessment is provided to both the student body, and the supervisors.  

The Essay Tutors assist their group of students throughout this process as before.  The responsibilities 

of the essay tutors and supervisors are essentially the same as for the Research Proposal phase of the 

IRE.  If a student decides to submit a First Draft, then they may use the feedback provided by their 

supervisor to improve the document and submit a Final Draft, or they may decide that they will accept 

the mark for the First Draft as their Final Draft mark. 

4. Conclusion

A precipitous increase in student numbers has persuaded the School of Physics at WITS to review the

model for the Physics III Major Project that has been in use for decades.  The previous model required

a large time commitment from research-active academic staff members during the duration of the

project.  In the past this was concentrated in one quarter of the academic year, but the increased

numbers meant that this commitment was extending to two, and even three quarters in some cases.

A model involving an Independent Research Essay (IRE) was introduced in 2018.  The IRE is 

intended to retain some of the best characteristics of the previous model, including an oral presentation 

and final written submission.  In addition, the IRE allows for a continuous assessment of a student’s 

written skills.  The process goes through stages that mimic the development of a real research project 

(proposal, two drafts, oral presentation), and therefore provide skills that are useful to all early-career 

scientists. 

The introduction of teaching assistants into the project, with the title of essay tutor, greatly reduces 

the time demands on the essay supervisor.  This also allows the teaching assistant to gain invaluable 

experience of the process of successful supervision. 

The previous Major Project model allowed students to encounter experimental apparatus, or a 

computational model, or a theoretical calculation.  This experience cannot be offered using the IRE 

model, but the additional positive aspects of the IRE model are fair recompense for the lost 

experience. 
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Abstract. The pandemic year represented a challenging time for educators, a time where the
classical way of teaching change from contact to remote learning. While contact lectures can be
replaced by videos or video conferences, the laboratory can be replaced with simulations or by
instructing the students to buy and build ad hoc systems by supplying the essential instructions.
A remote assisted experiment requires to be conducted safely, the components readily available,
and possibly low-cost. Technical High Schools and universities teach the logic gates and how to
assemble a circuit to solve a specific function. Several licensed and free software are available
for simulation, and for a hypothetical real experiment, it is necessary to supply the students
with several components and tools. This project proposes performing several digital electronics
experiments by using a building block, a logic gate emulator. This device can be modified
according to the teacher’s needs and sent to the students to do remote experiments.

1. Introduction
During the pandemic year, the teaching activities move from contact to online, and what was
established in the past years suddenly change. As videos can replace the contact lessons,
the laboratory activity ensures that students are familiar with the experimental tools. The
simulation software does not guarantee that students face the real challenge present in a natural
practical environment. The students can replicate the mechanic’s experiments using fortune
components, but more complex activities, such as electronics, can be challenging. In this
manuscript, a low-cost method is proposed to experiment with digital electronics for high school
and potentially for tertiary institutions. Minimal laboratory equipment for digital electronics
requires one breadboard, one logic probe, several digital IC, switches and one power supply1.
Provides the students with the components cited above can result in costly and dangerous for
less-skilled students. The proposed board only requires a smartphone power supply and a set
of jumpers. The lecturer can program the board according to his needs and send the students
two or more boards. A datasheet designed by the lecturer is provided for a specific board. The
board can emulate up to 32 digital functions.

2. Board description
A minimal combinational digital electronic experiment requires integrated circuits, switches to
emulate input and a logic probe. The board is represented in Figure 1 embed what is necessary
for an electronic experiment. Through the picture is possible to identify the block of the board.
The core of the boar is the EEPROM AT28C64b [1], which contains the logic function to be
emulated. A detailed description of the components of the board is give here below:

1 The student can use the power supply improperly.
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Figure 1. On the picture are represented the main accessible parts of the board. EEprom can
be removed or placed into the board through a Dual In-line Package (DIP) socket. An integrated
circuit buffer is placed on the back of the board to ensure an appropriate fan-out.

• USB Power connector: the power connector is a USB standard. This connector can be
easily substitute with another.

• Output Connections: the female pin header is an 8 bit output port. The Most Significative
Bit (MSB) is the firt bit on the left. The other pin header in parallel serves to connect a
single bit to other 3 node of the circuit. Input and Output connections can be done by the
Jumper leads 40W, Male- Male.

• Input selector port: If the user needs to control the input manually through the switches,
the pin-header must be disconnected. If the output of another logic device must control the
input, the switches must be set at logic level zero by placing the switch in the off position
wich is normally indicated on the body of the component. The first bit starts from the left
of the DIP switches, while in the input pin header, the Most Significative Bit starts from
the right of the female pin header2.

• Logic Function Selector: the switches named selector are used to define the programmed
logic function to used. For our purposes only the switches can manually define the logic
function, but the reader can modify the schematic by placing a pin header in parallel to the
switch, to change the logic function by any digital external device.

• Power shearing connector: these pins only serve to connect another board and share the
power. This king of configuration permits to create a complex circuit by using only one
power point. One of the possible configuration is represented in Figure 2.

3. Programmer
The system was thought to allow the lecturer to design a specific experiment for the students.
In particular, the lecturer must be able to program the board with a series of logic functions.
In this section, the programmer used will be discussed. The programmer scheme is depicted
in Figure 3. For simplicity, the realisation of the programmer can be designed as an Arduino
shield. In our case, an Arduino Uno was used since it can be directly applied to the socket
[2]. In our case, an Arduino Uno was used since it can be directly applied to the socket. The
Arduino Uno is based on the microcontroller Atmega328 and does not have many digital pins

2 This was decide to simplify the PCB of the board.

SAIP2021 Proceedings 

SA Institute of Physics 

 

ISBN: 978-0-620-97693-0 Page: 479



Figure 2. Possible connection between boards.

Figure 3. Scheme of the programmer.
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Figure 4. Universal board

to program the memory [3]. To program the memory is necessary to design a simple serial
to parallel converter with the IC 74hc595[4]. The connector J1 is connected to the Digital to
Analog Converter (DAC) of Arduino in case the user wants to save EEPROM an analog signal
in the memory 3.

4. The board
The board’s purpose is to prepare a specific experiment for digital electronics and send the
programmed boards to the students. By a video conference the lecturer can teach the students
how to assemble the circuit emulating an in-person laboratory experience. This philosophy
follows what was done in a similar project to teach how robotic harm works[5]. The board is
represented in Figure 4. The switch SW2 is connected to a pull down resistors and in parallel
to the pin-header. The left side of the DIP switch SW2 is connected to 5 V. This particular
configuration is used to set the input by the switch or by mean of an external signal. The Fan
out of the memory may not be sufficient to drive the input of other universal boards, and the
buffer 74HCT541 is used [6]. To monitor the output it is possible connect a string of LED,
connected to the output pin-header.

5. Testing and limitation
In this section we expose the limit of the board by using a latch S-R as example. This circuit
consists of two NAND ports closed in a loop as represented in Figure 5. These two ports are
programmed in one board. The output O1 is physically connected to the input I3, while the
output O2 is connected to the input I2. The latch S-R in this test is used as debouching circuit,
and the change from 5V to 0V of the output should follows a step function without intermediate
oscillations. By changing the input state of I1 and I4, the output O1 begins to oscillate and
the circuit clearly does not work. For a functional debouching circuit it is necessary to use no
less than two boards, in other words for each NAND gate a separate board must be used. The
instability is reported in Figure 5. If for the same circuit two boards are used, the debouching
circuit perfectly work with no output oscillations, as represented in Figure 6.

3 This can be useful if the lecturer wants to do an experiment with a primitive Direct Digital Synthesis (DDS)
function generator.
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Figure 5. debounch circuit with only one board. On the bottom left of the Figure is represented
the latch S-R. On the top left of the Figure is presented the output of the circuit.

Figure 6. Debounce circuit using two different boards. The plot on the top represents the
typical ON-OFF switch response, while the plot on the bottom represent the response of the
Latch S-R.

5.1. Some example of logic function
The power of the board is given by the possibility to emulate any combinational logic function,
previously programmed by the lecturer or the students. The prototype shown in this manuscript
can emulate a 7-segment display driver, full-adder and all the basic logic functions, for example:
the gate NOT, AND, XOR and OR. Many other functions can be implemented but, as was
stated previously, the loops in the same board must be avoided.

6. Conclusion
This board aims to be an alternative system for laboratory activity in the field of digital
electronics. Each board can emulate up to 32 digital logic functions programmed ad-hoc from
the lecturer. Two or more boards can be given to the students and experiments can be monitored
on-line by the lecturer or teacher. The structure of the board permits 8 inputs and 8 output,
which permits to emulate more than one logic gate in a single board, but no closed-loops are
allowed on a single board as shown in section 5. Approximately the cost for one board is 110
ZAR and is easy to repair. Using this system the students will learn how to read a data sheet,
how a memory works, and how several parts of the circuit should be connected.
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Abstract. Worldwide, there is a growing focus on physics graduate preparedness, with physics 

bodies such as the IOP (UK), the APS (USA) and the AIP (Australia) listing the skills and 

attributes that graduates should develop during their undergraduate education. In South Africa, 

similarly, the SAIP Benchmark Statement was developed in 2015 to address concerns about the 

quality and skills of physics graduates. The Benchmark Statement identified important skills for 

physics graduates in South Africa but left it up to individual institutions to implement. This study 

examines the extent to which espoused physics graduate attributes (as specified in the SAIP and 

other institutional documents) are embedded in the University of the Western Cape (UWC) 

undergraduate physics module descriptors. The study found that key graduate attributes are 

scantily embedded, with many skills gaps revealed. Implications for curriculum review and the 

mapping of graduate attributes across the curriculum are discussed. 

1. Introduction

Internationally there is renewed debate on the purposes of higher education in contemporary times. One

important function of higher education is to develop the skills needed for economic growth (this is 

referred to as human capital theory); another is the aim of developing citizenship, and the capacity to 

lead a meaningful life [1, 2, 3]. In a developing country context like South Africa, it is argued that 

university graduates also need to be equipped to address inequalities and social justice in society [4].  

Universities are increasingly concerned with the quality of graduates they produce and how these 

graduates are equipped with the skills and attributes that would enable them to be active at work and be 

good citizens in the society at large [5, 6]. Many universities address this through drafting charters of 

generic attributes which outline the attributes and skills (which transcend disciplinary knowledge) that 

the institutions expect their students to have acquired upon the completion of their studies. A 

comprehensive and well-used definition of graduate attributes is as follows:  

‘the qualities, skills and understandings a university community agrees its students should develop 

during their time with the institution. …These attributes include but go beyond the disciplinary 

expertise or technical knowledge that has traditionally formed the core of most university courses. 

They are qualities that also prepare graduates as agents of social good in an unknown future.’ [7]  

Graduate attributes are broad and generic, and are often developed at a university-wide level, but then 

need to be adapted for specific disciplines. 
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2. Graduate attributes in the context of physics

In Physics worldwide, there has been a greater emphasis on the skills that physics graduates are able to 
demonstrate. International physics organisations, such as the Institute of Physics (IOP) in the UK, the 
American Physical Society (APS) in the USA, the European Physical Society (EPS) and the Australian 
Institute of Physics (AIP), have listed the skills and attributes that physics graduates should develop 
during their undergraduate education [8, 9, 10]. These include problem solving, investigative skills, 
analytical skills, communication skills, ICT (information and communication technology) skills, ethical 
behaviour and personal skills, technology aptitude, etc (see table 1). 

There is a recognition that physics graduates require a range of physics-specific knowledge and skills, 
as well as broader skills. For example, the report Preparing Physics Students for 21st-Century Careers 
[11] argues that preparation of physics students currently needs to go beyond the ‘standard model’ of
getting them ready for graduate school. The report recommends ways to improve physics programmes
to prepare students for the diverse careers they will embark on. Such preparation would include working
well in teams, understanding how science and technology are used in real-world settings, writing and
speaking well, and understanding the workplace context.

In South Africa, the South African Institute of Physics and Council for Higher Education (SAIP-
CHE) report [12] raised concerns about the quality and skills of physics graduates, and this in turn 
yielded the Benchmark Statement of Physics for South Africa, which was published in 2015 [13]. The 
SAIP Benchmark Statement sets out the core content aspects of an undergraduate physics Bachelor of 
Science (BSc) degree, and acknowledges that ‘Physics is a universal discipline: content is largely a
‘given’ and all universities are more or less aligned with the ‘international’ curriculum’. However, it 
then goes on to argue that ‘in addition to acquiring insights into the working of the physical world’
physics students should also develop ‘a wide range of competence in generic and subject-specific skills’
[13]. These skills are listed as follows: 

1. Physics skills

2. Generic skills

• Problem-solving

• Analytical skills

• Investigative skills

• Communication skills

• ICT

• Personal skills (work independently and in groups)

3. Ethical behaviour

Although the SAIP Benchmark Statement sets out this list of suggested skills to be developed in the 

BSc Physics degree, the document notes that ‘…it is up to each institution to formulate the precise and 

measurable indicators that apply to its situation in the context of various national policies, including the 

Higher Education Qualifications Framework (HEQF), Level Indicators, and the generic Qualification 

Standard for the Bachelor of Science degree, as well as the respective university rules’ [15].     

3. A framework for Physics Graduate Attributes (PGAs)

In developing a framework of desired physics graduate attributes, I examined documents from 

international physics bodies that specified the sorts of capabilities, skills and attributes to be developed 

in physics graduates (for example, from IOP (UK), AIP (Australia), APS (USA)). I also drew on the 

South African Quality Agency (SAQA) Critical cross-field outcomes for South African higher education 
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[14], and the UWC Charter of Graduate Attributes. Absent in the SAIP Benchmark Statement were 

some attributes in the SAQA and UWC documents (eg. teamwork, technology aptitude, social/civic 

awareness and environmental awareness). These were therefore combined with the skills specified in 

the SAIP Benchmark Statement, to form a broader framework for Physics Graduate Attributes (PGAs) 

– see Table 1 below.

4. Graduate attributes in the undergraduate curriculum – espoused or enacted

Graduate attributes can be said to be espoused (for example, in institutional documents, such as a Charter 

of Graduate Attributes or the SAIP Benchmark Statement) or enacted (through being embodied in 

teaching and learning activities and assessment). In other words, sometimes graduate attributes might 

be espoused in institutional mission statements or even module descriptors, without actually being 

enacted in the curriculum. Alignment between attributes espoused and attributes enacted in the 

curriculum is difficult to ensure [15]. As a starting point, this study looked at the espoused graduate 

attributes (through analysis of physics module descriptors from first year to Honours level). Espoused 

graduate attributes were examined first, because if graduate attributes are not espoused, then they are 

unlikely to be enacted; or the enactment in the teaching and assessment will likely be dependent on 

individual lecturers, rather than being formally specified [15].   

5. Research design and methodology

The research question that framed this study was “How are espoused physics graduate attributes (as 

specified by SAIP and UWC graduate documents) embedded in the UWC undergraduate physics 

curriculum?”. Document analysis was undertaken of the UWC Physics programme module descriptors 

(using the Physics Graduate Attributes framework as analytical tool).  

Table 1. A framework for Physics Graduate Attributes 

(collated from physics organisations internationally, 

SAQA and the UWC Charter of Graduate Attributes) 

Physics Graduate Attribute 

Category Specific Skill 

Transferable 

skills 

Problem Solving skills 

Investigative skills 

Analytical skills 

Technology aptitude 

ICT skills 

Practical skills 

Ethical behaviour 

Personal skills 

Teamwork 

Communication skills 

Citizen skills 

(Graduate 

Attributes) 

Social/Civic awareness 

Environment awareness 
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6. Findings

Table 2 displays the extent to which physics graduate attributes are explicitly embedded in the module 

descriptors (which act as a guide or compass for both lecturers and other team players in framing an 

undergraduate physics programme). The academic year is scheduled in 2 semesters across all levels for 

all taught courses. A total of 18 physics modules were examined (Extended Curriculum Programme 

PHY 151 and PHY 152 captured as one module) and the First Year (PHY 111 and PHY 121 captured 

as one module). Others constitute the modules of the undergraduate programme and honours 

programmes respectively. 

Table 2: Mapping of Physics graduate attributes as identified in undergraduate module descriptors 

The furthest right-hand column indicates the number of times a physics graduate attribute (PGA) is 

stated in module descriptors over the undergraduate modules from year 1 to year 3. Out of the 12 PGAs, 

only ICT skills (10 indicators) and Practical skills (11 indicators) were stated frequently in the module 

descriptors and followed by Problem solving skills (6) and Communication skills (6). Table 3 

summarises the PGAs in Table 2 for the BSc and BSc (Hons) levels. Broadly, the following trend was 

evident: 

Most embedded: ICT skills, Practical skills 

Somewhat embedded: Problem solving, Communication skills 

Scantily embedded: Ethical behaviour, Technology aptitude, Social awareness, Environmental 

awareness 

Absent/not embedded: Analytical Skills, Investigative skills, Team work, Personal skills 
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The bottom row of Table 2 indicates the range of PGAs evident in the module descriptor of each 

module. There is only one module, PHY151/152 that had a significant range of PGAs stated in the 

module descriptor (eight physics graduate attributes), followed by three other modules with 4 stated 

PGAs. In summary, of a total of 18 modules, all but one could be said to have a scanty range of PGAs 

listed in the module descriptors.   

In summary, this curriculum mapping gives a reflection of how the espoused physics graduate 

attributes (as specified by SAIP and UWC graduate documents) are embedded in the module descriptors 

of this case-study Department. The analysis shows that there are gaps in the physics graduate attributes 

and skills embedded, with skills such as investigative skills, analytical skills, teamwork, social and 

environmental awareness not explicitly embedded much in the module descriptors. Despite the SAIP 

Benchmark Statement being published in 2015, the case study Department had not adapted the module 

descriptors based on this. 

It is important to note that this does not imply that a pedagogical focus on these attributes and skills 

is absent from these modules; rather, it shows that these are not explicitly embedded in the module 

descriptors and learning outcomes of a module. In this case, their presence or absence could be lecturer-

dependent and vary from year to year. 

7. Discussion

The SAIP Benchmark Statement arose out of concerns about the quality and skills of physics graduates, 
and how to best prepare students for changing world of work and society. To address these concerns, 
the SAIP Benchmark Statement identified important skills for physics graduates in South Africa but left 
it up to individual institutions to implement. This case study suggests that leaving ‘it up to each
institution to formulate the precise measurable indicators that apply to its situation’ [13] could have led 
to universities not engaging adequately with the Benchmark Statement. Would it have been beneficial 
to specify some basic implementation standards and processes? 

A threshold for the embedding of the physics graduate attributes in the physics curriculum or module 
descriptors might offer a baseline to which various departments of physics could aim. For example, a 
minimum threshold might suggest that a specific skill (eg. communication) be embedded in several 
modules as various stages of an undergraduate programme (because skills take time to develop, across 
years of study, and cannot be ‘fixed’ in a single module). It might also be useful to look to other 
professional bodies for implementation guidance (for example, the Engineering Council of South 
Africa). Such professional bodies require the mapping of graduate attributes across modules in a 
programme as part of their accreditation processes. 

For the case-study Department, the findings from this study suggest that a ‘graduate attribute 

mapping’ [16] or ‘backward design’ process [17] might be useful. This would entail starting with the 

skills and attributes required in a physics graduate (as specified in the SAIP Benchmark statement and 

UWC framework) and then mapping these backwards from the Honours level modules, into 3rd year, 2nd 

year and 1st year modules. A further step for implementation and for research would be to examine how 

espoused graduate attributes are actually enacted in the curriculum through teaching activities and 

assessment. 

8. Conclusion

The SAIP Benchmark Statement identified important skills for physics graduates to develop. This case-

study examined the extent to which espoused physics graduate attributes (as specified in the SAIP and 

other institutional documents) are embedded in the UWC undergraduate physics module descriptors. 

The study found that only practical skills, ICT skills, problem solving skills and communication skills 
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were well-embedded, with skills such as investigative skills, analytical skills, teamwork, social and 

environmental awareness largely absent.  This case-study suggests that the SAIP’s stance of leaving the 

implementation of the Benchmark Statement up to individual institutions could have led to universities 

not engaging adequately with it.  Instead, it is suggested that implementation guidelines be developed 

(as with other professional bodies) and that measurable indicators or thresholds of skills embeddedness 

be formulated for undergraduate physics programmes. 
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Abstract. A major upgrade to the High Luminosity Large Hardon Collider (LHC) will
increase the instantaneous luminosity by a factor 5 compared to the LHC. A complete redesign
of the electronic system is required for new radiation levels, data bandwidth as well as the
clock distribution. This new design is called the A Toroidal LHC ApparatuS (ATLAS) Tile
Calorimeter (TileCal) Phase-II upgrade system. This is an integration of the front-end and
back-end electronics to meet technical requirements of the design. Numerous sensors will
be used to monitor the status of the ATLAS TileCal Phase-II upgrade system. This paper
presents a real-time monitoring system that will be used to read data from the sensors of the
TileCal electronic system that will be used by the Detector Control System (DCS). The real-time
monitoring system includes an implementation of a server on the System-on-Chip (SoC) Zynq
Field Programmable Gate Array known as Tile Computer-on-Module (TileCoM). This server
will read data and publish it to the clients of the DCS. A test bench that includes an Avnet
Ultra96-V2 ZYNQ UltraScale+ MPSoC evaluation board and Tile Gigabit Ethernet switch that
serves as a basis for the TileCoM mezzanine board as part of the Tile PreProcessor (TilePPr).

1. Introduction
For the discovery of the Higgs boson, the Large Hadron Collider (LHC) [1] collide protons
at a centre of mass energy of 14 TeV with a luminosity of 1 × 10−34 cm−2 s−1. The LHC is
upgraded to the High-Luminosity Large Hadron Collider (HL-LHC) [2] to reach an instantaneous
luminosity of 7.5 × 10−34 cm−2 s−1. The HL-LHC will produce about 200 proton to proton
collisions per bunch crossing at an integrated luminosity (3000–4000 fb−1). ATLAS is one
of the four experiments for the HL-LHC. The basic principle of this experiment involves the
collision between two proton beams at the center of the ATLAS detector generating particles
in all directions. To detect the ionising radiation, the Pixel detector and the semiconductor
tractor (SCT) utilizes silicon and microstrips. The trajectories of the charged particles are bent
by the magnetic field produced from Inner Detector. Figure 1 shows the ATLAS detector which
is a general-purpose particle detector for the LHC [3]. The Tile Calorimeter (TileCal) [4] is
a sampling calorimeter with steel as an absorber and scintillator tiles as active medium. The
TileCal detector is divided into a long inner barrel and two extended barrels on both sides of the
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Figure 1. The ATLAS detector [3].

detector. Due to the new requirements of the HL-LHC, the ATLAS TileCal Phase II upgrades
redesign the ATLAS TileCal readout electronic chain. The TileCal detector modules consists
of the wavelength-shifting (WLS), scintillators and the photomultiplier tubes (PMT). The On-
detector electronics takes snapshots of the ultraviolet scintillation light in nano seconds (ns)
using Photo-Multipliers (PMT). These PMT signals are digitized by Front-End (FE) electronics,
serialized and sent to the Back-End (BE) electronics. This is a project in instrumentation for
particle physics.

2. The Atlas Tile Calorimeter Phase II Upgrade
Figure 2 shows the proposed redesign of the electronic system [5] to read-out data from the
detector. The system is divided into FE electronics that are on the detector and BE electronics.
The analog signals from the FENICS board are then converted into digital signals by the
ADCs on the Main board. The Daughter Board transmits digital data from the FE to the
BE through GBT protocol. These data is transmitted at the HL-LHC frequency of 40 Mhz.
The BE electronics consists of the TileCal Pre-Processor (TilePPr) [6] that receives digital data
and process it in a pipeline memories of the FPGA. The Trigger Data Acquisition Interface
(TDAQi) [7][8] communicates with the TilePPr. All the TilePPr electronics are housed inside
the Advanced Telecommunication Computing Architecture (ATCA) [9] that can be remotely
configured and controlled through the Gigabit Ethernet. The TileCoM is one of the TilePPr
modules and it is used for three main functionalities. Section 3 presents one of the main
functionalities of TileCoM.

3. The TilePPr-DCS communication system
All the boards that are installed on the ATLAS TileCal Phase II upgrade electronics readout
chain have sensor components. These sensor components measures temperature, voltage,
current, humidity, etc. A software functionality is implemented to integrate with these sensors
to be able to remotely control and monitor the electronic readout chain.
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Figure 2. The ATLAS Tile Calorimeter Phase II Upgrade electronic readout system [5].

Figure 3. The ATLAS Tile Calorimeter TilePPr-DCS communication system.

This functionality is implemented to ensure healthy operation of the electronics at all times.
This functionality is implemented in the TileCoM on the BE electronics. Gigabit Ethernet (GbE)
and Inter-Integrated Circuit (I2C) are used as communication protocols between the TileCoM
and the BE electronics. Figure 3 shows the general block diagrams of the TilePPr and the DCS
[10] interface functionality. This block diagram shows the connection of all the components of
the FE and BE electronics. The TilePPr and the DCS interface functionality will read data
from approximately 2000 sensors from the FE electronics into the BE electronics. This data
from the FE electronics is transferred through the Gigabit Transceiver (GBT) protocol to the
BE electronics. In order to implement this functionality and to remotely monitor this data, two
server applications are implemented on the TileCoM to readout data sensor data and publishes
this data to the DCS client.

These two server applications are implemented using the open source and stable framework
called the Quick OPC UA server generation framework (Quasar) framework [11]. This framework
is used to efficiently implement OPC UA servers in a short period of time with precise data
reading from the sensors. This is achieved by allowing the developer to create design files using
XML documents with minimal C++ development. The XML files are also used for configuration
purposes in order to publish to the client and to also act as a lightweight data-interchange
format between the hardware and the software applications. The first server (OpcUATileXADC)
readout XADC sensor data from the TilePPr modules. This server access the low-level ADC
device tree, IIO library and the Linux virtual file system to be able to interface with the
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Figure 4. The second OpcUA server block diagram for the TilePPr-DCS system.

hardware. When the server is executed on the TileCoM, it reads sensor data and publishes
this data to the Supervisory Control and Data Acquisition (SCADA). Figure 4 shows a block
diagram of the second server (OpcUATile) block diagram for the TilePPr-DCS system. An
IPbus implementation is integrated with the quasar framework to read sensor data. This IPbus
is implemented using the Ironman [12] open source framework. The IPbus enables flexible
integration and reading of data between the CPM and the TileCoM. This functionality will also
be used to read sensor data from the ATCA carrier. For this sensor data acquisition, the server
will use the I2C protocol to interface with the ATCA carrier sensors.

4. The implementation of OpcUA servers for TilePPr-DCS communication system
4.1. Test-bench to readout sensor data from the readout electronic chain
The main objective of this software development and the TileCoM functionality is to remotely
control and to monitor the readout electronic chain. Figure 5 shows an integration of the first
prototype for the TilePPr-DCS communication system. This test-bench resembles the readout
architecture as shown in Figure 3. The CPM emulator board is used to resemble the CPM
for the ATLAS TileCal Phase II upgrade readout electronic chain. The computer is used to
serially connect the embedded Linux running on the TileCoM. The power supply is used to
power the CPM and the TileCal GbE Ethernet Switch motherboard. The Network router
enables remote connection to the whole test-bench together with the TileCal GbE Ethernet
Switch. The Avnet Ultra96-V2 ZYNQ UltraScale+ MPSoC TileCoM evaluation board is used
to run the OpcUaXADC server. The CPM Emulator board is a Xilinx Virtex-7 FPGA VC707
Evaluation Kit that is used for test purposes. This evaluation board implements a similar
VHDL firmware code that is used to readout sensor data from the FE electronics. The TileCal
GbE Ethernet Switch motherboard has 24 ports to allow as many boards to be connected to
the network as possible. These boards are powered with 12V power supply which is the same
voltage that will be used for the final design of the BE electronics components.

4.2. Progress results for the OpcUA servers
This contribution is a work in progress of the implementation of OpcUA servers. For this
contribution and test purposes, presentation results for the firs server are discussed. Only
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Figure 5. Server and client communication test-bench.

voltages and temperatures sensor readings are acquired from the OpcUATileXADC server
running on the TileCoM. This server is running on the CentOS embedded Linux shown on the
left side of figure 5. An executable is used to run the server on the embedded Linux terminal.
Only the XADC values were acquired from the OpcUATileXADC. Figure 6 shows the results
for the OpcUATileXADC server. The figure shows the results for the vcc ps batt, Vcc aux, vcc
ps ddr, vcc int and vcc bram sensors. The voltage values obtained for each sensor are 2.89 for
vcc ps batt, 2.88 for Vcc aux, 1.76 for vcc ps ddr, 1.35 for vcc int and 1.35 for vcc bram sensors.
However, according to the datasheet of the TileCoM evaluatiob board used for the test, the
results obtained are not exact values. The exact values according to the datasheet [13] are 2.80
for vcc ps batt, 2.80 for Vcc aux, 1.80 for vcc ps ddr, 1.40 for vcc int and 1.40 for vcc bram
sensors. Thus, the error analysis between the measured results and the expected results is 0.09
for vcc ps batt, 0.08 for Vcc aux, 0.04 for vcc ps ddr, 0.05 for vcc int and 0.05 for vcc bram
sensors.

5. Conclusion
This contribution is based on real-time control and monitoring for the ATLAS Calorimeter
Phase-II upgrade electronic system. This is a project in instrumentation for particle physics.
It is part of the electronic system for the ATLAS Calorimeter Phase-II upgrade. Two servers
are implemented on the TileCoM to connect to read out on- and off-detector electronics. The
acquired sensor data is published to the UA expert or SCADA for DCS to monitor the system.
This software application is vital for the electronics readout chain to be able to remotely control
and monitor all the sensors on the system. As this is the first stage of integration test for
the TilePPr-DCS communication system, this functionality is tested using commercial boards
for the TileCoM and the CPM to readout XADC sensor data. Results for the first server
(OpcUATileXADC) are discussed and the second server (OpcUATile) is a work-in progress.
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Figure 6. The ATLAS TileCal OpcUA server XADC results.
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Abstract. The Tile Calorimeter of the ATLAS experiment is currently preparing for Run 3
data-taking period. As part of the ongoing Phase I upgrades, the Tile Calorimeter is replacing
a part of the Timing, Trigger and Control system. The legacy Timing, Trigger and Control
system is being replaced with a new advanced electronic board. The new ATLAS Local Trigger
Interface module, is a 6 unit Versa Module Europa board which integrates the functionalities of
four legacy modules currently used in the experiment: Local Trigger Processor, Local Trigger
Processor interface, Timing, Trigger and Control Versa Module Europa bus interface and the
Timing, Trigger and Control emitter. The ATLAS Local Trigger Interface module will provide
the interface between the Level-1 Central Trigger Processor and the Timing, Trigger and Control
optical broadcasting network, to the Front-End electronics for each of the ATLAS sub-detectors.
The implementation and validation of the data acquisition software for the ATLAS Local
Trigger Interface module in a Tile Calorimeter test station is complete. The TileCal Back-End
electronics consists of four legacy Timing, Trigger and Control partitions, and the integration
of the ATLAS Local Trigger Interface module in the Tile Calorimeter requires the insertion of
four new ATLAS Local Trigger Interface modules in the Timing, Trigger and Control crates.
Calibrations and data quality validations are performed in order to certify the readiness of the
new trigger system for Run 3 data-taking period in early 2022.

1. Introduction
The ATLAS experiment [1] is a multipurpose particle physics experiment at the Large Hadron
Collider (LHC) [2]. It is designed to study a large range of physics at a TeV scale. In 2012,
the ATLAS experiment was one of the two experiments that contributed to the discovery of the
Higgs boson. It is made of several sub-detectors and the Tile Calorimeter (TileCal) being the
central hadronic calorimeter, is responsible for providing the energy and position of hadrons [3].
TileCal is made out of iron plates and plastic scintillators. It is divided into three cylinders
along the beam axis and each cylinder is azimuthally segmented into 64 wedge-shaped modules,
staggered in the φ direction. It has one central long barrel (LB), consisting of two partitions
LBA and LBC side. The other two short extended barrels consist of two partitions EBA and
EBC side. The Front-End (FE) electronics are housed inside the outermost part of the wedge-
shaped modules, and are connected to the Back-End (BE) read-out electronics through optical
Timing, Trigger and Control (TTC) distribution network. These four partitions are controlled
by their corresponding TTC crates in the BE electronics. The TileCal utilises the ATLAS
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Local TTC System
Install ALTI boards 

Figure 1: The schematic diagram of the ATLAS TDAQ system, with emphasis on the upgrade
of the local TTC system [7].

Trigger and Data Acquisition (TDAQ) system for data collection. The TDAQ system, shown in
figure 1 selects events with distinguishing characteristics that might be interesting for physics
analyses. It is structured in a 2-level architecture, hardware Level-1 and High Level trigger
(HLT) system. The Level-1 trigger (Level-1 Calo and Level-1 Muon) gives a fast identification
of interesting events based on specific inputs from the muon detectors and the calorimeters. It
uses the Central Trigger Processor (CTP) to reduce the accepted events from an input rate of
40 MHz (25 ns) to 100 kHz [4, 5]. The corresponding event signal produced by the CTP is called
Level-1 Accept (L1A). The rate of accepted events is further processed in the HLT, to reduce
the rate of recorded events from 100 kHz to 1 kHz [4]. The ATLAS experiment is upgrading
the TTC system hardware with new electronics. The ALTI module is being integrated into the
TileCal TTC system, in preparation for Run 3 data-taking period commencing in 2022. In order
to operate the ALTI module in the TileCal, the TileCal online software,1 has been adapted to
integrate the new ALTI libraries provided by the ATLAS TDAQ group [6].

1 The TileCal online software is a set of TDAQ software, used for the operation of the TileCal. Its main purpose
is to readout, transport and store physics data originating from collisions at the LHC.
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Figure 2: The four legacy TTC modules (LTPi, LTP, TTCvi and TTCex) will be replaced by
the ALTI module (left). ALTI modules with new optical fibres, ready to be installed in the TTC
crates of the BE electronics (right).

2. The ALTI project
The ALTI module is a new electronic board designed for the ATLAS experiment at CERN as
part of the TTC system [8]. It integrates the functionalities of the four existing modules shown
in figure 2 (left), which are currently used in the local TTC system of experiment: Local Trigger
Processor (LTP), Local Trigger Processor interface (LTPi), TTC VME bus interface (TTCvi)
and the TTC emitter (TTCex). The primary function of the ALTI board is to provide interface
between the Level-1 CTP and the local TTC system of the sub-detector. It is made of state-
of-the-art components and the logic is implemented in a single FPGA, which allows for more
flexibility and added functionalities. During the operation of the detector, the ALTI module
receives the TTC signals from the CTP through parallel twisted-pair of low voltage differential
signaling cables and distributes them to the sub-detector electronics through the optical TTC
distribution network. The full LHC turn consists of 3564 bunch crossings (BCs). The signals
received from the CTP are the bunch clock, orbit signal, L1A with 8-bit trigger type and the
event counter reset. The bunch clock is the main timing signal produced by the LHC and has
a frequency of 40 MHz and the orbit signal is the second timing signal that indicates the start
of a new LHC turn and allows the identification of the BCs.

3. Installation of ALTI modules
Five ALTI modules shown in figure 2 (right) were prepared for the installation in the BE
electronics counting room in ATLAS USA15 cavern shown in figure 3 (left). Additional material
include forty 0.5 m Lucent Connector (LC) to Straight Tip (ST) patch fibres with forty ST-
ST connectors, five TTC loop fibres for the TTC decoder and four calibration request cables.
The connection scheme shown in figure 3 (right) was prepared prior the installation to properly
configure the ALTI modules. All the LTP, TTCvi and the TTCex modules in EBA, LBA, LBC
and EBC TTC crates and the laser crate were removed and replaced with the five ALTI modules.
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Figure 3: The TileCal TTC crates are located above the read-out driver crates in the BE
electronics (left). The connection scheme shows the distribution of the TTC signals from the
CTP and Level-1 Calo, to the ALTI modules in the TTC crates (right).

The ALTI modules are configured to use two different configurations for physics and calibration
runs. During physics runs, all the ALTI modules are configured to be in slave mode and receive
the CTP input. During the calibration runs, the LBA ALTI module is configured as the master
and it generates the signals through the pattern generator and propagates them to the other
TTC crates. EBA ALTI module is configured as the slave to the LBA ALTI module. All the
other ALTI modules in LBC, EBC and the laser crate are configured as slaves to receive the CTP
input. The database, OKS (Object Kernel Support), an object-oriented database with storage
based on XML (Extensible Markup Language), has been modified to include new configuration
objects.

4. Calibration systems and the Diagnostics and Verification System
The implementation of the new TileCal ALTI software involved the upgrade of the calibration
systems [9] and the Diagnostics and Verification System (DVS) [10]. These systems have been
extensively validated in relation to the legacy TTC system.

4.1. The Calibration systems
The TileCal uses highly accurate and precise calibration systems to achieve good energy
determination and to account for changes in the readout electronics, which might be due to
irradiation, ageing, and electronic failures. The calibration systems are the Cesium system,
Laser system, Charge Injection Scan (CIS) and the Minimum Bias System. Each system tests
a specific element in the readout electronics chain, as shown in figure 4. A combination of
these tests provides the overall calibration of each readout channel. The tests are taken using
seven data samples per event, which means that the read-out window is 25 ns · 7 = 175 ns. The
calibration runs are taken during beam interruption periods. These calibration systems require
a special handling of their calibration signal requests, which has been adapted for the ALTI
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Figure 4: Flow diagram of the signal readout chain of different calibration systems in TileCal [9].

system.

4.1.1. The Laser system The Laser calibration system sends laser pulses to the PhotoMultiplier
Tubes (PMTs), allowing for calibration with respect to each PMT’s response. This allows for
the calculation of corrections to the optical gain of the PMT and a test for the stability of each
PMT over time. Laser pulses are also sent during empty bunch crossings of the LHC and the
events are used in monitoring the evolution in time of the time calibration.

4.1.2. The Charge Injection Scan This calibration system consists of the simulation of physics
signals through the injection of known charge values into the readout electronics. This is achieved
by using dedicated capacitors (5 pF and 100 pF) plus a 4096 Digital Analog Converter controlled
by an Analogue-to-Digital Converter (ADC). The relation of the peak amplitude in the response
of the electronics (measured in ADC counts) to the value of charge injected (in pC) gives the
calibration of each ADC in units of ADC counts/pC. This enables verification and identification
of errors with the readout chains and allows for calibration of single ADC outputs of each PMT.

4.1.3. Minimum Bias System The proton-proton collisions denoted as “Particles” in figure
4 are dominated by soft parton interactions, known as Minimum Bias (MB) events. The MB
readout system identifies response to Minimum Bias events over a time window of approximately
10 ms. Data produced by the integrator are continuously recorded during proton-proton
collisions. The response of the TileCal to signals induced by the MB interactions, provides
an estimation of instantaneous luminosity [11]. The MB system monitors the stability of the
full optical chain and provides an independent cross-check of the Cesium calibration [12].

4.2. Diagnostics and Verification System
The DVS is part of the ATLAS TDAQ online software packages used for configuring and
executing tests for TDAQ components [10]. The DVS software package has been modified
for the TileCal ALTI system. In the TileCal system the tests are a set of checks for the digital
read-out of the super-drawers and gives immediate results. CIS and pedestal are the two main
types of tests. CIS checks the existence of the pulse reconstructed with the seven samples shown
in figure 5 (left). Noise for a given channel is defined as the standard deviation of the signal in
pedestal events.2 For a given channel, the signal in a pedestal event is sampled seven times and

2 Empty events where no physics signal is expected in the calorimeter
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Figure 5: The CIS DVS test taken for one read-out module in good working condition, shows
a good reconstructed pulse of the ADC counts against time, for seven samples per channel
(left). The pedestal DVS test shows the RMS ADC counts against the channel number and the
electronics noise level is below the threshold for all read-out channels (right).

the standard deviation of the samples is averaged over all events and termed “high frequency
noise”. Likewise, for a given channel, the value of the first of the seven samples is recorded for
all pedestal events and the standard deviation of this distribution is called the “low frequency
noise”. The pedestal test can be run in ATLAS mode (seven samples with auto-gain at 100 kHz)
performing the analysis in the read-out drivers, discarding all the events and reading results out
at the end of the test. Figure 5 shows part of the DVS test results taken with the ALTI system.

5. Conclusions
During the Long shutdown 2 period (2019-2021), the TileCal has been undergoing maintenance
and Phase-I upgrades, in preparation for the Run-3 (2022-2025) data-taking period. As part of
the ATLAS Phase-I upgrade, TileCal replaces its local legacy TTC system with the new local
ALTI system. The ALTI module integrates the functionalities of four legacy TTC modules:
LTP, LTPi, TTCvi and the TTCex. The TileCal ALTI online software has been developed
and tested in the test station and is being fully validated for the ATLAS detector at CERN.
Five ALTI modules have been installed and configured for physics and calibration runs in the
counting room in ATLAS USA15 cavern. The ALTI system is being tuned for data taking.
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Abstract. The High Luminosity Large Hadron Collider (LHC) will deliver five times the LHC
nominal instantaneous luminosity, after a series of upgrades scheduled to take place in 2025 -
2027 during the long shutdown. The ATLAS TileCal will require the complete replacement
of the readout electronics in order to accommodate its acquisition system to the increased
radiation levels, trigger rates, and high pile-up conditions during the HL-LHC era. A major
replacement of the on- and off detector electronics is required. The drawer electronics are
powered by custom switching power supplies, called the Finger Low Voltage Power Supply. This
contribution provides details on the ongoing development of quality assurance test benches that
use custom built software packages to interface, monitor and verify parameters for check-out of
the LVPS bricks. The strict procedure required for brick checkout during production constitutes
of a series of highly automated tests that provides information about the general conditions of
the brick and subsequently ensure the reliability and quality of the upgraded LVPS brick which
will power the next generation of the upgraded readout system of ATLAS TileCal at CERN.
The quality control procedure will be used as An initial virtual Instrument (VI) was written in
LabVIEW to scan and read out voltages and current measurements and monitor the parameters
in real-time. The tested LVPS bricks were monitored over a period of a day and were observed
to fall within the required specification criteria of the TileCal Phase-II upgrade.

1. Introduction
At the European Laboratory, CERN, A Toroidal Large Hadron Collider ApparatuS (ATLAS)
is one of 2 multi-purpose experiments at the Large Hadron Collider (LHC) [1]. The Tile
calorimeter (TileCal) is the central region of the ATLAS detector and designed to absorb most
of the particles coming from a collision, forcing them to deposit all of their energy and stop
within the detector [2]. The calorimeter is composed of alternating layers of steel absorber
and scintillating tiles as the active medium. Light produced in the scintillators is routed into
the photo-multiplier tubes (PMTs) using wavelength-shifting (WLS) fibers. The TileCal is
divided into four cylindrical readout sections along the beam axis: one central long barrel
(LBA, LBC) and two extended barrels (EBA, EBC). Each barrel is segmented azimuthally into
64 wedge-shaped TileCal modules. Power is supplied to the front-end electronics of a single
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Figure 1: Custom built Wits University low voltage power supply brick.
.

super-drawer by means of a low-voltage power supply (LVPS) source, which is positioned in an
external steel box mounted just outside the electronics drawer also referred to as a super-drawer.
Each power supply provides power to one module, and resides on the outside of the drawer in
a special metallic shielding called a “finger”. Each supply is a package that consists of eight
power supply “bricks,” providing a range of currents and voltages as required by a module.

2. Upgraded Tile Low Voltage Power Supply
The basic topology of the brick is a transformer-coupled buck converter. Each brick receives
+ 200 VDC at low current, and converts it using switching techniques to low voltage at the
required currents. The heart of the design is the LT1681 controller chip [6]. It is a pulse width
modulator (PWM) that operates at a fundamental frequency of 300 kHz. The LT1681 provides
an output clock to the FET Drivers. These are transistor drivers that have sufficient current
and voltage to drive the high-side and low-side power Field Effect Transistors (FETs) that
perform the switching on the primary side. The upgraded design uses synchronous switching,
for switching on the high-side and low-side transistors turn on and conduct for the duration that
output clock signal oscillates between a high and a low state and both are in the off state when
the clock is low. The transformer is a custom planar design with turn ratios suitable for the 10 V
brick. The buck converter is implemented on the secondary side of the transformer. The output
side also contains an additional LC stage for noise filtering. The design also incorporates a shunt
resistor for measuring the output current, the voltage fed back using an opto-isolator. The brick
has three types of protection circuitry built in as part of the design. There is a over-voltage
protection (OVP) and over-current protection (OCP). Both of these circuits are on the primary
side of the brick. These send facsimile analog voltages to the ELMB that represent the input
and output voltage, the input and output current, and readings from two temperatures located
on the brick. The upgraded version of the LVPS bricks are all identical with the same converted
output of +10 VDC. This greatly reduces the complexity with regards to design, production
and testing of the bricks. The LVPS brick (see figure 1) has a 4 pin connector, with two pins for
+200 V and two pins for the signal return line. There is a 10 pin output connector to deliver
the 10 V output of the brick to the Harting connector on the LVPS box. The is also a small
20 pin connector, which connects the brick to the Embedded Local Monitor Board (ELMB)
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Figure 2: The initial test bench setup (left) consists of a test fixture providing support for
both the LVPS brick and the interface card, a + 200 VDC power supply used for the input
to the low voltage power supply, an electronics load meter to measure and display the output
current and voltage, oscilloscope to measure the switching frequency of the converter and a PC
computer. The Burn-In test bench (right) utilizes a programmable high voltage power supply
for the input + 200 VDC, eight mounted DC/DC bricks with corresponding interface boards,
two dummy-load boards, a mainboard for interface with all custom boards and water cooling
station for cooling the LVPS bricks.

motherboard with a ribbon cable. This connector is used to receive the control signals from the
Auxuilliary board used to generate all auxiliary signals and power voltages for the fLVPS via
the ELMB motherboard, and send the monitoring signals in differential analog format to the
ELMB motherboard.

3. Production checkout and test bench designs for quality control
The first checkout procedure is visual inspection consisting of: checking the soldering of each
part and the cleanliness of the brick, as well as verifying the correct assembly of components.
During the visual inspection the brick receives an identification serial number. At this point the
brick is logged into the database.

3.1. Intial test bench
The next step is the initial tests, which consists of a series of highly automated tests (see figure
2). The tests provide information about the general conditions of the brick (voltages and currents
output, clock efficiency, start-up and shut-down of the brick) and checks the correct functioning
of the protection and monitoring circuits. The initial test bench is based on a computer, for
the control and readout of several commercial equipment and custom built interface printed
circuit boards (PCB) which perform the tests; a metal case that acts as brick and PCB support
and provides the interface to the computer as well as the ground connections [5]. The data
acquisition card can digitize eight channels simultaneously and has in/out registers for control
purposes. If the brick fails one or more tests a technician and/or an engineer proceeds to identify
the causes and to fix the problem. After that the brick will be fully retested, with the initial
test results, repairs and final acceptance inserted into the database.

3.2. Burn-In test bench
The power supply is then subjected to a the burn-in procedure. This comprises of a 7 hours
test during which the brick runs at an upper limit current to stress components and solder
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Parameter Value
2.3 A
12.5 V
7 A

Threshold for Stable Load
Over Voltage Protection
Over current Protection
Duty Cycle at Nominal Load
Frequency at Nominal Load
Efficiency at Nominal Load

> 45 %
300 kHz
75 %
0.2 AInput Current at Nominal Load

Over Temperature Protection 72 ◦C

Table 1: Specification parameters used to ensure uniformity of individual bricks in the test
station software.

joints that are on the edge of failure. The burn-In test bench consisting of an aluminum chassis
and custom built printed circuit boards to interface and read out several parameters using a
desktop computer. Interfaced with a LabVIEW 2020 framework, external 200 V DC power
supply, and a water cooling circuit utilized to cool the bricks and internal electronics. The
circulating water temperature in the test-benches is stabilized between 17 - 19 ◦C. During the
burn-in, bricks are thermally coupled to a water-cooled plate to mimic during standard working
conditions and thermal grease applied under the posts to help the coupling. Temperatures from
the burn-in are registered along with several parameters of the brick (voltages, currents and
temperatures) [5]. The brick efficiency rating is also verified which is the power output to those
components divided by the wattage drawn by the front-end electronics. Any wrong functioning
of the monitoring circuits on the LVPS bricks in response to the front-end electronics may
prevent the detection of critical malfunctioning therefore preventing any possible response in
the detector. It is also important to note that a malfunctioning in the electronic components of
a module, would undoubtedly involve a severe data loss from the module.

4. Software architecture for monitoring and control
The LVPS system and all subsequent components are integrated with various software packages
to allow for advanced monitoring and control in a graphical manner from a LabVIEW framework.
The Framework allows for live monitoring of sensors, (hardware control), automated recovery
and more. The use of custom built interface boards do all the data acquisition and further
multiplex and parse the data to the desktop personal computer (PC). The central software is
used on the desktop PC, which communicates all the interface boards and graphically displays
and logs data points. Parts of the legacy software, an old and outdated program that is still used
to perform a task for a user at CERN was recycled for the front-panel graphics as seen in figure 3.
Several custom LabVIEW drivers were also created to communicate with the high voltage source
via the virtual instrument software architecture (VISA) communications layer over ethernet and
to test and measure the standard communication API (Application Programming Interface) for
use with any testing and measurement devices. The VISA libraries enables communication for
many interfaces such as General Purpose Interface Bus (GPIB), Universal serial bus (USB), and
Ethernet. [4] In the control software the main functions and parameters of the bricks are verified
to be correct. The required accuracy of all parameters need to be within the 3σ limit from the
nominal specification values for all tests, where the measured data is within three standard
deviations from the mean.
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Figure 3: Programme test panel used to perform various tests to guard against over temperature,
over current and over voltage. These also include tests such as startup verification to start the
brick and minimum stable current when the brick is on (left). The manual control panel displays
parameters such as output voltage in real-time on a graphical user interface (GUI) (right).

5. Performance testing of latest version of power supply
The initiation of a test is straight forward with the user executing the desired test, where
the software automatically configures all relevant parameters and follows the specific algorithm
associated with the test. Following the test, the software renders a binary pass or fail and
displays the outcome alongside the respective test as shown in figure 3. The software is also able
to export the resulting data as a text file and/or display plots and other graphical representations
of the test data, depending on the test run involved. For the completion of a test sequence, by
an operator, all tests need to be successfully completed without any error messages. The test
measures the stability of the voltage over a long period as seen in figure. For a brick to receive
an overall pass status all eleven tests on the test panel as seen in figure 3 must have yielded
results within the allowed parameter distribution.

The most notable metrics measured is the feedback signal where the test checks the correct
functioning of the monitor circuit of output voltage and input current (see results in figure 4
and 5) to be distributed to the front-end electronics of the TileCal. The brick is started at a
nominal load of 2.3 A. The manual control feature is a new addition, which allows the brick to
be monitored at any period interval through the data acquisition card. To determine this value,
the brick is connected to the nominal load and the clock output from the LT1681 controller chip
[6] read with an oscilloscope. The load is then decreased until missing clock cycles are registered,
and the load value recorded. Permitted values for all the bricks should be within the 3σ range
as summarized in table 1. Any values outside the 3σ of the specified values are considered as a
failure of a brick. The expected voltage of the power supply should not exceed 12.5 V which can
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Figure 4: The output voltage monitored over elapsed time during initial testing of LVPS brick.
All eight bricks tested fall within the acceptable tolerance range between 9 V to 12.5 V. The
difference in monitoring data is due to electronic components of a given type not being identical.
Even for components made from the same materials and by the same processes, differences still
exist due to noise factors such as microscopic material defects or variations within a single
manufacturing process. Therefore, the strength of a component is considered to be a random
variable. Thus, statistical distributions are usually used to describe any anomalies in data.

be observed from figure 4 where both the upper and lower bounds of the tested brick are with
the required specifications. The same can be observed for the input current of the brick which
should not exceed a value of 0.220 A as seen in figure 5.

6. Conclusion
The ATLAS collaboration has planned a huge upgrade for the next phase that will allow the
collaboration to fully exploit the LHC physics opportunities. The quality assurance testing
station has been commissioned at the University of the Witwatersrand’s electronics laboratory.
These test benches will ensure high quality and reliability of the hardware that will be delivered
to CERN. Each LVPS brick will undergo a long list of tests and compliance with set parameters
are to ensure correct functioning of bricks and of components powered. Any departure will cause
severe consequences for the Calorimeter module electronics such as the front end electronics
powered by the LVPS bricks. If the output (voltage or current) or the temperature of the
brick exceeds the allowed range during operation, measures will be put in place to protect the
front-end electronics. However a failure in a brick may result in the loss of data in a mini-drawer.
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Figure 5: The Input current monitored over time of the LVPS brick. All eight bricks tested, fall
within the acceptable tolerance range between 0.15 A to 0.22 A.

.
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Abstract. The University of the Witwatersrand will be producing over 1024 Low Voltage
Power Supplies (LVPS) ”Bricks” to power the on-detector electronics of the Tile Calorimeter
(TileCal) of the ATLAS detector in preparation for the Phase-II upgrade. A brick is a DC/DC
converter. The ATLAS Phase II upgrade will increase the instantaneous luminosity of the
Large Hadron Collider (LHC) by at least a factor of five. Burn-in type test stations are
currently being developed in the Wits high-throughput electronics laboratory for testing the
Bricks. Burn-in test station is made up of various Printed Circuit Board (PCBs) with different
functions. Each PCB contains a PIC16F883 microcontroller which must be programmed in order
for the PCBs to perform their respective functions. The burn-in test station setup consists of
a Load readout/interface board used to read and control/adjust parameters of four channels
of the dummy load board. This paper discusses how different commands for each PIC micro-
controller are written and used to shift bits into the register of the Digital to Analog converter
(DAC) contained on the dummy load to control the current and voltage load. A hexadecimal
(hex) source file is generated and used by programmable logic devices which provides general
information of the configured functions.

1. Introduction
The LHC is a high energy particle accelerator. ATLAS (A Toroidal LHC ApparatuS) as shown
in figure 1 is a general purpose detector designed for probing proton-proton (pp) collisions, it is
sensitive to a wide range of signatures left by particles. The ATLAS detector is scheduled for an
upgrade during the long shutdown between the year 2025 and 2027 in anticipation of the LHC
Phase-II upgrade. The High Luminosity LHC (HL-LHC) project will increase the instantaneous
luminosity by at least a factor of five compared to the nominal luminosity of 1034 cm−2 s−1 [1].
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Figure 1. The ATLAS detector [2].

The Tile Calorimeter (TileCal) of the ATLAS detector is the central region of the detector [3].
TileCal is a sampling detector constructed of steel and plastic scintillator plates consisting of
256 wedge shaped modules arranged around the beam axis. The scintillating tiles are placed
in the plane perpendicular to the colliding beams and are radially staggered in depth, this is
illustrated in figure 1. It consists of 500000 scintillator tiles and TileCal barrels [3]. The Tile-
Cal barrels are segmented azimuthally into 64 modules, each serviced by electronics housed
in a water-cooled ”drawer” at the outer radius of the module. Power is supplied to the draw-
ers by the ”finger” low-voltage power supplies (LVPS) located at the outer end of each drawer[3].

2. Low Voltage Power Supply (LVPS) Brick
The LVPS Brick form part of the electronics for the TileCal. They are positioned inside of an
electronics drawer. These ”Bricks” are DC/DC converters. They convert a 200 VDC input to
10 VDC output required by the front-end electronics of a TileCal module [4]. The switching
frequency of the brick is 300 kHz. The brick receives an Enable signal and a start-up pulse from
Embedded Local Monitor Board motherboard. The start-up pulse provides temporary power
to the control circuits of the brick to power it on [4]. Each brick will be tested using specific
procedures and it must pass different criteria. One of the procedures used to test the Bricks is
the Burn-in procedure.

3. Burn-In test station
The University of the Witwatersrand is currently developing two Burn-In test stations. Burn-In
test station is used to perform endurance type test on the LVPS brick to detect early failures on
the components of the brick, thus improving the reliability of these LVPS Bricks. In the burn-
in procedure, the LVPS bricks are subjected to high load and elevated temperature. In this
environment we expect the operational life of the Brick to be reduced. This allow components
to fail immediately within the Burn-in station so that the failed components can be replaced or
repaired. The Burn-in test station is made up of a programmable high voltage power supply (200
V), chassis, cooling system, LabView control program, PC and custom built PCBs (Mainboard,
Dummy load boards, Brick interface and load interface boards). Figure 2 shows the connections
between the different PCBs of the burn-in test station and the high voltage power supply. These
proceedings concentrate on programming the load readout board Peripheral Interface Controller
(PIC) microcontrollers. This board also consists of an Analog to Digital Converter (ADC).
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Figure 2. Burn-In test station interconnection block diagram [5]

3.1. Load interface board
The Load interface board communicates with two PCBs, the mainboard and the electronic load.
This connection is shown in figure 2 using a block diagram. The electronic load and load interface
PCBs are shown in figure 3. The load interface reads the brick differential voltages and currents
from the four channels of the electronic load. These values are read as analog signals and a 10 bit
16-channel ADC is used to convert this signal into digital format. A PIC16F883 microcontroller
processes this data from the ADC. This information is then passed into the mainboard which
acts as a multiplexer. The mainboard is connected to the PC using a high-speed USB 2.0
interface. In order for PCBs to perform their respective functions the PIC microcontroller must
be programmed to give the commands for each PCB.

Figure 3. Dummy load (top) and load interface (bottom).
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Figure 4. Load interface circuit designed in Proteus for the simulation of the PIC C
microcontroller firmware.

3.2. Proteus Simulation
The Proteus software is used for designing, drawing and simulation of electronic circuits. It
is beneficial to run simulations of circuits in proteus before you make them practically. One
of these benefits is that there is no possibility of burning or damaging of any of the electronic
components. Our firmware is compiled in MPLABX IDE using a CCS compiler. A hexadecimal
(hex) format source file is generated when compiling in MPLABX IDE. This file contain machine
code, these are the commands used to program the PIC microcontroller. The hex file is used
in the simulation of the load interface board in proteus ISIS by uploading this file on the PIC
microcontroller component of the circuit. The purpose of this simulation is to confirm that
our firmware works efficiently before programming the hardware. It is important to set all the
properties of the components to emulate the hardware properties i.e. both the frequency for the
PIC16F883 and the crystal oscillator must be set to 16MHz. In our simulation of the interface
board PIC C code we use ASCII characters used in the switch statement of the firmware to turn
the LED ON and OFF. The ASCII character used for switching on the LED is ”h” and ”l” is
used to switch off the LED. We can also send the ASCII character ”q” on the virtual terminal
of the proteus software to read back module address, the address should change and be unique
for each module 1-63. We also designed the load interface circuit in Proteus to be able to read
analog signals i.e the brick differential voltages and currents from the 8-differential channels
of the LTC2449 ADC. This is done by sending an analog signal (voltage/current) through the
ADC channels and the ADC converts the analog signal into binary information and sends it to
the microcontroller. The microcontroller processes this information and displays it as digital
information on the virtual terminal.
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Figure 5. Load interface state machine [2].

Programming the load interface board - To program the PIC16F883 microcontroller
PICkit 4 debugger is used. For this setup we require a breadboard, breadboard wires,
PICkit 4 debugger, rs232 serial communication cables, PIC16F883 microcontroller and a PC
running MPLABX Integrated Programming Environment (IPE) programmer. This MPLABX
debugger communicates with the PICkit 4 programmer and it is used for uploading the the
hex file containing the commands for the PCBs. When the programming process of the PIC
microcontrollers of the PCBs is completed, the boards must be validated using a Real-Time
serial capture software. To validate the load interface we can use the ASCII characters just like
in the simulation. This means we can send ASCII characters and be able to read the differential
voltages and current values from the LTC2449 ADC of the load interface. These are the analog
values sampled from the electronic load of the burn-in test station.

In Figure 5 the state machine of the load interface board is shown. The state machine is a
structured approach to programming. This is a useful tool for getting a clear and structured
code. The state machine of the load interface board works as follows, when the board is turned
on the UART input is checked whether it is empty or not. If the UART input is empty nothing
happens but if you send the ASCII character, for example character g which is written on the
switch statement on the C code, the board will read the brick differential voltage in position
0. All the ASCII character functions are shown on the state machine with their respective
functions.
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4. Conclusion
Two burn-in test station are currently under development at the University of Witwatersrand.
This is in preparation of the pre-production and main production of the Low Voltage Power
Supply Bricks. The burn-in test station consists of various PCBs with different functions.
These PCBs contains a PIC16F883 microcontroller which must be programmed to allow the
boards to perform their respective functions. The PIC C code is written in MPLABX IDE
using CCS compiler for microcontrollers. The hex file generated after compiling the C code
was used in the simulation of the load interface circuitry. We did this simulation to check
whether our firmware works efficiently. The results of the simulation were successful as the
firmware works as expected in the Proteus simulation. The PIC16F883 microcontrollers for all
the PCBs has been successfully programmed using MPLABX IPE software. The load interface
board was validated successfully by sending different ASCII characters using a Real-Time serial
communication program and received back the the current and voltage values from each channel
of the 16 channels analog to digital converter.
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Abstract. The Wits Institute of Particle Physics and iThemba LABS are responsible

for developing and manufacturing over thousand of the transformer-coupled buck

converters, known as bricks, for the Low Voltage Power Supply (LVPS) system. The

bricks that pass this test are sent to CERN to be installed in the ATLAS detector in

order to turn ON/OFF the front-end electronics. As part of the quality assurance test

for these bricks, the burn-in test station is necessary. We describe the Brick Interface

(BI) boards on the burn-in station, their operation, and characterize the main aspects

of the board, as well as their importance to the entire system.

1. Introduction
The start of the operation of High Luminosity Large Hadronic Collider (HL-LHC) [1]

is planned for 2026 with a foreseen integrated luminosity of 4000 fb−1. The ATLAS

Tile Calorimeter also known as TileCal [2] is a sampling calorimeter which forms the

central region of the Hadronic calorimeter of the ATLAS experiments [1]. TileCal is

responsible for the measurement of jet and missing transverse energies, jet-substructure

and triggering (including muon information). An individual module (see figure 1)

consists of alternating steel (absorber) tiles and plastic scintilators (active medium)

tiles and a Super Drawer (SD) which houses the front-end (FE) electronics as well

as Photo-Multiplier Tubes (PMTs). When Particles pass through and interact with

active tile, it produce light. This light is then transmitted to PMTs located in SDs

via wavelength shifting fibers. TileCal must be upgraded to maintain high performance

in the new HL-LHC environment. There is a widespread of upgrades on the TileCal,

however in this article we will focus on the Low-Voltage (LV) system.

2. LVPS bricks
A brick in figure 2 is a transformer-coupled buck converter, it functions to step down

200 VDC to 10 VDC, which is then distributed to the FE electronics [1]. With its

twin transistor forward converter [4], the LT1681 controller chip is at the heart of its

design. The chip can switch frequencies up to 300 kHz. The LT1681 controls the

switching of the primary side by providing a clock signal to the Field Effect Transformer

(FET) drivers. When the FETs conduct, current flows through the primary windings
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Figure 1: Shows the cross sectional view of the inner barrel (left), modules (middle),

electronic drawer and the LVPS system (right) [3].
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Figure 2: Functional block diagram of the LVPS brick V 8.4.2 produced in RSA [4].

of the transformer, sending energy to the secondary windings. On the output side,

an additional inductor-capacitor stage for noise filtering is incorporated when the buck

converter is used on the secondary side. The brick includes a built-in remote control

and measures that delivers six analog signals (input/output voltages, input/output

currents, and two temperatures) to the Embedded Local Monitoring Board (ELMB)

is a plug-on board used in LHC detectors for front-end control and monitoring tasks. It

communicates using the CAN field bus protocol and provides analog read-out, digital

input/outputs and a serial interface to the hardware it is connected to.

3. Burn-in testing
This is a form of accelerated ageing of electronics components. We use this burn-in

testing to improve reliability of the LVPS bricks by trying to stimulate a failure

mechanism which the bricks experience when they are on normal operation within

the TileCal. We use elevated temperature and load to facilitate accelerated ageing.

A hardware test station is developed for that purpose. The burn-in electronics, which
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Figure 3: BI board prototype for burn-in station.

include a Main board, eight BI boards, two Dummy load boards, and two Load interface

boards, with the focus being on the BI boards. Finally, LabVIEW control programme

is used to handle the electronics, high voltage power supply, and data monitoring.

The BI communicates with each brick to deliver enable and start-up orders, as well

as monitor and read all of the measured analog signals, including as voltages, current,

and temperature. The other functionality is to receive 200 V from the power supply

and deliver it to the bricks; it acts as a switch for the high voltage power supply. We

also have a Universal Asynchronous Receiver-Transmitter (UART) interface with the

main board and we have a programmable microcontroller on this board with the same

dedicated connector as the main board. Furthermore, the board’s local power is provided

by AC/DC modules and is used within the board.

4. Simulation and Validation of the BI boards
Programming of PIC16F883 for BI boards: The microcontroller (MCU)

PIC16F883 plays a vital role whereby it takes signals received from board mounted

Analogical/Digital Converter (ADC) chip and transmits the data to main board.

The PIC also received digital communication for the Main boards and by extension

the LabVIEW control software. This communication allows for the control of the

aforementioned functions of the Brick interface boards. It does this by interpreting data

it receives from its Input/Output (I/O) peripherals using its central processor. The BI

boards provides the control and data acquisition of a brick and its automated process by

the LabVIEW control programme. The temporary information that the microcontroller

receives is stored in its data memory, where the processor accesses it, uses instructions

stored in its program memory to decipher and apply the incoming data. It then uses

its I/O peripherals to communicate and execute the appropriate action. To program

an MCU, you’ll need multiple software packages, including MPLAB X. An Integrated

Development Environment (IDE) is used for writing and configuring code. It works in

tandem with the Custom Computer Services (CCS) software compiler, which constructs

and compiles the code into a Hexadecimal (HEX) source file. The HEX file contains
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Figure 4: Proteus diagram for the BI boards [6].

settings, configuration information and other data. The MCU only recognises the hex

file as a machine code, whereby it carries commands to/from other components. Once

the hex file is generated, it is then flashed onto PIC16f883 MCU using the MPLAB X

Integrated Programming Environment and PICKIT 4, which allows for debugging and

programming of the Microchip PIC [5].

The Proteus framework [6], is used for design, simulation and debugging of a

firmware circuit. We used this framework to convert a schematic of the BI board

to functional diagram whereby a simulation was carried out to debug the circuits

connections. This process is important as it helps in resolving issues that arises on

the Printed Circuit Board (PCB) before it is populated. The simulation is also used to

check the signal flow and functionality of the PIC as it is the main component on the

PCB. In figure 4 we show a simulation of the BI board, whereby I/O peripherals lines

of the MCU were checked to observe whether they received or transmitted data.

Validation of BI boards:After the population of the BI PCBs we also perform

test on the actual firmware to validate it and draw a correlation as to what was observed

on the Proteus simulations. The American Standard Code For Information Interchange

(ASCII) characters shown in table 1, are used to request signals from a particular channel

of interest. We use the circuit in figure 4 and table 1 and send an arbitrary values to

emulate signals that would come from the bricks, a similar test would be carried out

on the actual firmware. Before being read and processed by the MCU, the outputs

are eventually transformed to digital form. Each sample is assigned a digital value by

the ADC, which samples the analog waveform at consistent time intervals. The digital

value appears in a binary coded format on the converter’s output, which is subsequently
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Table 1: ASCII characters sent to ADC to check functionality of each channels

ASCII characters Function ADC Channels

1 CH0-CH1

2 CH2-CH3

3 CH4-CH5

4 CH6-CH7

g

Brick 15V on

Brick 15V off

Brick 200V on

Brick 200 off

Read brick input current CH8-CH9

i

t

Read brick output current

Read brick input voltage

CH15-CH16

CH0-CH1

p Read brick output voltage CH2-CH3

e Ch4-CH5

f CH6-Ch7

q

Read brick temp 1

Read brick temp 2

Read back address CH8-CH9

read and processed by the MCU. The terminal program sends out ASCII data in UART

format. When you type out a character, the ASCII equivalent is transmitted. The

characters are transmitted according to the rate at which you type them. They are not

sent at fixed intervals. The ADC, which is at the heart of this BI board, receives and

translates all behavioural parameters including voltages, current, and temperature so

that the MCU can read and distribute them.

The PC LabVIEW [7] software communicates with all eleven microprocessors

in the burn-in station through a single UART layer link passed over a USB bus.

UART communication is suitable for embedded system to PC-based microprocessor

communications [8]. A Future Technology Devices International (FTDI) integrated

circuit is a USB to UART interface used to connect main board with a computer. Only

the Main Board physically communicates directly with the PC, and communicates itself

directly to every other interface board. Its primary function is to multiplex between

the PC and the ten other interface boards. This way, the LabView software on the PC

communicates with only one microprocessor at a time. Each interface board for the brick

and load contains a 16 bit PIC 16F883 microcontroller.The BI boards provides control

and data acquisition of bricks through automated process executed by the LabVIEW

control programme. The execution flow diagram shown on figure 5 indicates how the

program carries out the tasks as per the users requests, when they’re using the GUI

of the LabVIEW control programme. The programme enables the user to control and

monitor the entire process of the burn-in and record all the information regarding the

behaviour of the LVPS bricks. Currently, we are improving the design, structure, and

implementation of the LabVIEW control, while preserving its functionality.
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Figure 5: LabView execution flow diagram [9].

5. Summary
The Wits Institute of Particle Physics and iThemba LABS are entrusted with developing

and manufacturing over 1000 LVPS bricks for the ATLAS Tile Calorimeter, which

will power the detector’s front-end electronics during Run 3. Testing mechanisms are

necessary for quality assurance to ensure that the design, construction, and production

techniques of the bricks are reliable before they are transported to CERN. The burn-in

is currently being finalized, with all the boards undergoing functionality testing as well

as a review of how they interact with the LabVIEW control programme. An extensive

study will be conducted to see how the findings from simulations correlate with the

physical firmware outcomes.
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Abstract. The Tile Calorimeter (TileCal) is a sampling calorimeter that forms the central
region of the hadronic calorimeter of the ATLAS experiment. This detector is to undergo
its Phase-II upgrade during Long-Shutdown in preparation for the start of operation of the
High Luminosity Large Hadron Collider. The TileCal phase-II upgrade consists of numerous
elements such as the Low-Voltage Power Supplies (LVPS) which reside on-detector. A total of
256 LVPSs provide the TileCal on-detector electronics with +10 VDC power. They contain eight
transformer-coupled buck converters (Bricks) among other electronics. Access to the Bricks is
limited to only once per year due to their location within the inner-barrel. If a Brick experiences
a failure it can be offline for up to a year resulting in the front-end electronics that it services
being offline for this extended period as well. Therefore, the reliability of the Bricks is a key
concern that needs to be addressed during their production. To this end, all Bricks will be
required to undergo Burn-in testing. This testing is a form of accelerated aging which allows
for the reduction of Brick early-life failures once installed on-detector.

1. Introduction
The TileCal is a sampling calorimeter that forms the central section of the Hadronic calorimeter
of the ATLAS experiment [1]. It performs several critical functions within ATLAS such as the
measurement and reconstruction of hadrons, jets, hadronic decays of τ -leptons, and missing
transverse energy. It also contributes to muon identification and provides inputs to the Level 1
calorimeter trigger system. The sub-detector is located in the pseudorapidity region |η| < 1.71

and is partitioned into four barrel regions. Each barrel region consists of 64 wedge-shaped
modules which cover 4φ ∼ 0.1 rad and are composed of plastic scintillator tiles, functioning
as the active media, inter-spaced by steel absorber plates. A Super Drawer (SD) housing the
Front-End (FE) electronics is located inside the widest section of each TileCal Module. In the
third quarter of 2027, the start of the operation of the High-Luminosity Large Hadron Collider
is planned with a foreseen peak luminosity of 5 × 1034 cm−2 s−1. The resulting environment
has necessitated the development of new electronics, both on- and off-detector, to ensure the

1 The pseudorapidity (η) is defined in terms of the polar angle θ as η = −ln tan (θ/2).
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Table 1. V8.4.2 Brick protection circuitry trip parameters.

Protection circuitry Trip parameters

Over voltage protection
Over current protection

11.50 V - 12.00 V
10.24 A - 10.75 A

Over temperature protection 70 ◦C ≥

continued peak performance of the detector under high pileup conditions and increased radiation
exposure. The development of these electronic components falls under the ATLAS TileCal
Phase-II upgrade [2].

2. The Low-voltage power supply (LVPS)
The upgrade of the LVPS falls under the TileCal Phase-II upgrade. The LVPSs form the
second stage of a three stage Low-Voltage (LV) system which provides LV power to the FE
electronics of the TileCal. The first stage of the LV system resides off-detector and is comprised
of Auxiliary boards, that provide on/off control of the individual Bricks within a Low Voltage
Power Supply (LVPS), as well as 200 VDC power supplies. An LVPS, of which one is located
on the end of every SD, is comprised of eight transformer-coupled buck converters (Bricks),
an Embedded Local Monitoring Board (ELMB), an ELMB Mother Board (ELMB-MB), a fuse
board, and a cooling plate to which the Bricks are affixed. The Bricks function to step down the
200 VDC power, received from the off-detector power supplies to 10 VDC. The 10 VDC power
is then routed to point-of-load regulators located on the FE electronics which perform the final
stepping down of the voltage [3].

3. Bricks
A Brick, of which there are 2048 within TileCal, provides a nominal output current of 2.3 A at
10 VDC. At the centre of its design is the LT1681 controller chip. It is a pulse width modulator
that operates at a fundamental frequency of 300 kHz. The pulse width is controlled via two
inputs, the first of which is a slow feedback path that monitors the feedback voltage with a
bandwidth of approximately 1 kHz. The second input is a fast feedback path that monitors
the current through the low-side transistor on the primary side. The LT1681 provides an
output clock to the Field Effect Transformer (FET) drivers, which perform the switching on
the primary side. The design utilizes synchronous switching, That is, both the high-side and
low-side transistors turn on and conduct for the duration that the output clock is in the high
state, and both are off when the clock is in the low state. When the FETs conduct, current
flows through the primary windings of the transformer, which then transfers energy to the
secondary windings. A buck converter is implemented on the secondary side of the transformer.
The output side also contains an additional inductor-capacitor stage for the filtering of noise.
Voltage feedback for controlling the output voltage is provided. The V8.4.2 brick utilizes the
same protection circuitry implemented on previous iterations of the Brick. The purpose of
this circuitry is to initiate a trip of the Brick if operating parameters exceed a specified range
from nominal. The design utilizes three types of inbuilt protection circuitry, Over-Voltage
Protection (OVP), Over-Current Protection (OCP), and Over-Temperature Protection (OTP).
These circuits, if activated, initiated an immediate shutdown of the brick. Their activation
depends on preset thresholds which are stated in Table 1. A trip should be initiated within the
given thresholds for the OVP and OCP and above 70 ◦C for the OTP.
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Figure 1. A generalized Bathtub-curve illustrating the failure rate as a function of time as
experienced by electronic components.

4. Motivation for Burn-in testing
Access to the LVPS Bricks is of the order of once per year as they are located within the Inner-
barrel of the ATLAS detector. Therefore, any Bricks which fail will result in a portion of the
Module to which they provide power being offline for the same period of time. Due to this, the
reliability of the Bricks is of the utmost importance. The Bricks failure rate and reliability are
inversely proportional. This failure rate can be approximated by what is known as a generalized
electronics Bathtub-curve which is illustrated in figure 1. We can observe the undesirable high
failure rate within the Early-life (Infant-mortality) region. Failures experienced in this region
are known as Early-life (Infant-mortality) failures. These failures occur due to unavoidable
manufacturing inconsistencies at both the device and component levels as well as numerous other
sources such as mechanical damage during transport. Burn-in testing serves to actively address
the former sources of Early-life failure and in doing so improves the reliability of the Bricks once
installed on-detector. This is achieved by artificially ageing the Bricks towards the more desirable
Useful-life region. The accelerated aging causes Bricks that would fail during their Early-lifetime
to fail during the Burn-in procedure thereby allowing for them to be repaired before installation.
This results in the Brick population obeying an approximately constant failure rate from their
time of installation as the Early-life failures have been screened out. A Burn-in station achieves
the accelerated aging of the Bricks by implementing a Burn-in procedure.

Table 2. Preliminary Brick Burn-in parameters and nominal Brick operating parameters.2

Parameter Burn-in Nominal operation

Brick operating temperature 60◦ C 35◦ C
Applied load 5 A 2.3 A
Run-time 8 hours -

5. The Burn-in procedure
The Burn-in procedure subjects the Bricks to sub-optimal operating conditions which function
to stimulate failure mechanisms within the Bricks. These conditions need to fall within the
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extrema allowed for by the Brick design and operation. There are two reasons for this. The first
of which is related to effective Burn-in and the second is related to the implementation of the
Burn-in procedure. Firstly, the failure mechanisms stimulated must be of the kind that can be
experienced during operation within TileCal. Inducing failures by the application of excessive
operating conditions such as impossibly high loads serves no purpose. This as a these failures
will not be due to due to unavoidable manufacturing inconsistencies but are rather a result of
the Bricks being operated outside of their design specifications. The second reason for limiting
the Burn-in parameters1 provided in Table 2 to within the Bricks final operating extrema is due
to the Bricks inbuilt protection circuitry. A Brick will initiate a trip if the OCP, OVP or OTP
trip parameters are met. If the operating parameters are set to within the variance of the trip
points maxima intermittent Brick trips would occur during the Burn-in procedure. Whereas, if
the parameters are set higher than this variance the Bricks will start and immediately trip.

6. The Burn-in test station
The Burn-in station is of a fully custom design. This was necessitated by the unique design of
the Bricks and also allows for the fine-tuning of the applied Burn-in parameters. It consists of
six distinct elements namely the test-bed, hardware, cooling system, control software, custom
PCB Programmable Integrated Circuit (PIC) firmware, and custom instrumentation drivers.

6.1. Test-bed
The Test-bed is primarily responsible for housing the Burn-in station electronic hardware, heat
sinks, water manifolds (housed externally) and the 8 Bricks undergoing the burn-in procedure.
Secondary roles include providing electrical and thermal insulation which function to provide a
safety measure for the operators and to provide a temperature-controlled environment for the
Bricks, respectively.

6.2. Hardware
The Burn-in station hardware is composed of a programmable DC power supply (BK precision
XLN600-26), a PC, and custom Printed Circuit Boards (PCBs) as illustrated in figure 2. The
custom electronic boards are subdivided into four types. These are the Main Board (MB), Brick-
Interface (BI) board, Dummy-Load (DL) board, and the Dummy-load Interface (DI) board.

Mainboard: There is one MB per Burn-in station. It functions purely as a multiplexer to
each individual interface board [4]. This allows the LabVIEW control software on the PC to
communicate via UART to each individual PIC located on the interface boards.
Brick-interface boards: There are eight BI boards per Burn-in station with one associated
with each of the Bricks undergoing the burn-in procedure. These boards provide control,
digitization, and transmission functions to their respective Bricks. The control functions can be
subdivided into two. The first function allows for the Brick to be powered on or off via the Tri-
state signal line as in an LVPS. The second allows for the on/off control of the input 200 VDC
provided to the Brick by the DC power supply. The BI board digitizes the analog behavioral
parameter signals received from the Brick by use of a 16-bit analog-to-digital converter. These
parameters are the input voltage, input current, output voltage, output current, and two
temperatures. The now digitized signals are transmitted to the PC via the MB.
Dummy-load boards: A Burn-in station contains two DL boards with each containing four
independent current loads which receive the output power from four Bricks. The output power
is shunted through a MOSFET operating in the ohmic region thereby converting it to heat to be

1 These are considered to be preliminary parameters as the Brick design has yet to be finalized due to pending
radiation studies. Changes to the design of the Brick will impact the Burn-in parameters.
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Figure 2. A block diagram of the Burn-in station hardware.

dissipated. The applied load to the Bricks is controllable allowing for the application of different
loads if need be. This provides flexibility in the Burn-in station operation.
Dummy-load interface boards: There are two DI boards per Burn-in station, one per
Dummy-load board. These interface boards provide control, digitization, and transmission
functions to their associated Dummy-load board. An individual DI board is responsible for
shifting bits into a digital-to-analog converter located on the DL board in order to control the
load current applied to each of the four Bricks. The LI board digitizes the output Brick voltage
and current sampled at the DL board. This is done for each of the four Bricks attached to the
associated DL board.

6.3. Cooling system
Active cooling of the Burn-in station is required due to the presence of two heat sources within
the test-bed. The first source consists of the 8 Bricks. Heat is generated by the Bricks as a
result of the inefficiency of the step-down process. The second heat source consists of the two
Dummy-Load boards which convert the output power received from the eight Bricks into heat.
The heat produced by these two sources is sunk into water cooled plates which are identical
to those within a TileCal LVPS. This replication of the cooling hardware, and in particular
the cooling hardware which comes into contact with the Bricks, creates an identical thermal
distribution throughout a Brick during Burn-in.

The cooling system topology consists of four independent cooling channels, arranged in
parallel, each of which is composed of two cooling plates connected in series. The four Brick
cooling plates comprise the first row of cooling plates. They receive the cooled water from the
water-chiller via a 1-to-4 intake manifold. It is important that these cooling plates receive the
coolant first. This as the temperature of the Bricks which is controlled by the water chiller is
a key parameter of the Burn-in procedure. The intake coolant temperature can be calibrated
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to produce the desired Brick Burn-in operating temperature. The now warmer coolant flows to
the second row of cooling plates. A single DL board has its four MOSFETs directly attached
to two cooling plates in this row with the other DL board occupying the second pair of cooling
plates. The now hot coolant merges into a 4-to-1 manifold after which it travels to the water
chiller to be cooled and recirculated.
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Figure 3. A simplified block diagram illustrating the Burn-in station data flow.

6.4. Software
The software required for the operation of a Burn-in station can be divided into three categories.
These are the LabVIEW control and monitoring application, the PCBs (PIC) firmware, and high
voltage power supply instrumentation drivers. The relationships between these three categories
can be observed in figure 3.
LabVIEW application: A custom application for the Burn-in station has been developed
utilizing the LabVIEW graphical development suit. This application provides control,
monitoring, and data collection capabilities. It allows for the automated implementation of
the Burn-in procedure with minimal input from the user.
PIC firmware: All of the Burn-in station PCBs, excluding the DL boards, make use of a PIC.
The PIC (PIC16F883) is a microcontroller which has the capability to be programmed with
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customized firmware. The function of the PIC is determined by the specific firmware which is
programmed which is dependant on the PCB type. Therefore, a Burn-in station requires specific
firmware for the MD, BI board, and DI board. With the BI board a DI board containing a
subset of firmware due to each of these PCBs possessing a unique address (AO-A7 and A8-A9
respectively).
Instrumentation driver: A custom LabView driver was also created to communicate with
the DC power supply via the LabVIEW VISA communications layer, over Ethernet.

7. Burn-in station development status
Two Burn-in stations are currently undergoing construction. The Test-beds for both stations
have been completed with the cooling system having been fully commissioned. The hardware
for the first station is currently undergoing testing before its installation within a Test-bed. The
control software is the final outstanding deliverable and is in an advanced state of development.

8. Conclusions
The context of TileCal LVPS Brick Phase-II upgrade was provided with a detailed circuit
overview of an LVPS Bricks also having been covered. An emphasis was placed on the Bricks in-
built protection circuitry and the associated trip parameters. The motivation for and application
of Burn-in testing was discussed in detail. This was followed by a concise breakdown of the Burn-
in station hardware and software required to implement the Burn-in procedure. The proceedings
then culminated with the current Burn-in station development status.
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Abstract. A functional material of carbon nanotubes composite is investigated to be utilised as 

a thermal interface material in the low voltage power supply electronics as part of the upgrade 

of the ATLAS detector at CERN. These electronics, located inside the detector, produce heat by 

Joule heating and it is important to dissipate the generated heat in order to maintain the 

continuous full operation of the detector. The thermal interface material is a composite in a paste 

form, based on carbon nanotubes and Silicone heat transfer compound. The goal behind the 

implementation of the carbon nanotubes in the thermal interface material was to increase the 

thermal transfer from the electronics to the heat sink by the intermediary of the aluminium oxide 

(Al2O3) posts. The temperature of the thermal posts was read by means of an automated test 

stand built in house and controlled with a LabVIEW interface. The composite of carbon 

nanotubes and silicone compound were prepared by simple process in order to achieve a 

homogeneous mixture. Also, the study included the investigation of the effect of the carbon 

nanotubes in the nano-composite from which it is found that the optimum heat transfer is reported 

for a thermal interface material of 1% of carbon nanotubes. 

1. Introduction

As part of the phase-II upgrade of the ATLAS detector at CERN, a new Low Voltage Power Supply

(LVPS) brick is being manufactured at the University of Witwatersrand (figure 1) [1–3]. The LVPS

brick is a six squared layer board with a dimension of 80.26 mm2, and comprises electronic components

such as transformers, transistors, and inductors. In these electronics, the flowing electrical current

coupled with the resistance cause the generation of heat. Hence, the main electronic components are

bonded to cylindrical ceramic posts (Al2O3), by means of a thermal compound, in order to sink the heat.

The important role of the LVPS is the generation of the power (voltage and current) to the Tile

Calorimeter (TileCal is a apart of ATLAS) distributed front-end electronics [4]. The accelerator is

designed to host the electronics inside the particle detector [2,3] and therefore, the electronics operate

in extreme conditions; exposure to radiation, direct current magnetic field, limitation of the space, and

with a cooling system based on water [4]. Hence, for a proper functioning of the detector, it is mandatory

to protect the electronics operating under a such condition from damage, overheating, and to expand

their life-span.

The most practical way to solve the issue of overheating within the electronic devices is to employ 

thermal conductors used in thermal applications such as thermo-electric devices [5] and functional 
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materials [6]. In order to dissipate the heat, as it is the case with the LVPS brick, it is required to use a 

functional Thermal Interface Materials (TIMs). 

Figure 1. The LVPS brick manufactured at Wits. The marks (x) locate the cylindrical Al2O3 posts that 

conduct the generated heat to the sink. A thermal compound is applied between the interfaces of the 

electronics and the posts to maintain a good thermal conduction. 

TIMs are materials with high thermal conductivity placed between a heat source and a heat sink to 

dissipate the heat effectively, increase the contact area and reduce the air gaps [7]. The conventional and 

commercial TIMs are made of polymer-based material (silicone) impregnated with highly thermally 

conductive particles, mainly alumina, zinc oxide, graphite, silver. As far as the technological 

development is concerned, the heat transmission offered by the commercial TIMs is still considered to 

be inefficient for many contemporary applications either in micro or nano-electronics [8,9]. 

In this proceedings, we report on the enhancement of the heat transfer of a commercial TIM by 

incorporating Carbon Nanotubes (CNTs) impregnation. The implementation of CNTs in heat sink 

applications are motivated by their good thermal conductivity of 4840-5300 W.m-1.K-1 [6,9] and also by 

their mechanical properties needed since the TIMs have to be molded between two interfaces and under 

high pressure. In this study, we use an experimental setup that simulates the operating of the LVPS brick 

in order to improve the heat transfer. A simple process to prepare the TIMs was developed and the effect 

of the amount of CNTs on the heat transfer was investigated as well. 

2. Experimental methods

The investigated TIMs in this study is a composite of CNTs and a thermal epoxy. The CNTs were

synthesized by chemical vapour deposition in the department of chemistry, University of Witwatersrand.

For more details in regard to the synthesis method, one can refer to [10,11]. The commercially purchased

thermal epoxy (Unick Chemical Corp.) is a silicone based compound in which zinc oxide particles were

diffused.

The preparation of the TIM based on CNTs follows a precisely developed protocol (figure 2), which 

is considered simple in comparison to methods reported in the literature [12–16]. First, the 

conglomerated CNTs in a powder form were dispersed in acetone by sonication at room temperature for 

30 minutes, then, the thermal epoxy was added. The solution comprised CNTs, epoxy and acetone and 

was sonicated for a second time for a duration of not less than 60 minutes at 55°C. At a such temperature, 

the diffusion of the CNTs in the epoxy can be facilitated together with the evaporation of the acetone in 

order to fabricate the TIM in a required paste (greasy) form. Also in order to investigate the effect of the 
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CNTs on the heat transfer improvement, the amount of CNTs was varied in a range between 0 to 10 % 

of CNTs within the TIMs. 

Figure 2. The different steps for the preparation of TIM based on CNTs. The picture shows the TIM of 

CNTs ready for use. The black spots are non-dispersed CNTs that were hanging on the acetone surface 

before evaporation. 

In order to test the improvement of heat transfer, an experimental setup that simulates the functioning 

of the LVPS brick was designed, as shown in figure 3. The setup is composed of resistors for heat 

generation and an aluminum plate as heat sink. The conduction of the heat from the resistors to the heat 

sink was maintained by means of ceramic posts (Al2O3), as in the LVPS brick. The temperature was 

measured using of thermocouples connected to the posts throughout the experiment and recorded by a 

Data Acquisition system which is controlled by LabVIEW software. 

Figure 3. The experimental setup in use to mimic the LVPS bricks to test the TIMs. It consists of two 

identical resistors, aluminum plate, Al2O3 posts, thermocouples, and power supplies. In order to compare 

the heat transfer, the TIM of CNTs was applied on one post and the commercial TIM non-containing 

CNTs on the second post. The temperatures were recorded continuously with a data acquisition system 

for more than 8 hours. 

3. Results and discussion

The recorded temperatures of the posts are presented in figure 4. The plots show the progress of

temperatures in the posts for a duration of over 8 hours using TIMs with composition of 0 (without

CNTs), 0.5, 1, 5, and 10 % of CNTs.

In figure 4, all the curves have similar trend and are characterised by a temperature rise during the 

first hours, after which a visible plateau is reached. In fact, the steady behaviour of the temperature was 

preserved over the 24 hours of measurements, as reported in figure 5 (graph on the left). 

In addition, the plots show a temperature gap between the two posts (between the orange and blue 

lines). It is shown clearly that the temperatures of the posts with TIMs containing CNTs are lower by 

comparison to temperatures of posts with TIMs only (0% of CNTs), except for the TIM with 10% of 

CNTs. These results are highly reproducible and consistent as confirmed by a large number of 

measurements. Moreover, this temperature gradient, noted Tdiff, varied as a function of the amount of 

CNTs incorporated in the TIM, as summarized in the right graph of figure 5. 
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Figure 4. The measured temperatures of the two posts by the use of the setup described in figure 3. The 

plots show the dependence of the temperature gradient to the amount of CNTs in the TIMs. The gradient 

temperature is observed to be positive except for TIM with 10 % of CNTs. 

Figure 5. The measured temperatures for over 24 hours for TIM with (0.5%) and without CNTs (left). 

The plot shows the steady temperature gradient over the flat part of the curve. On the right, the 

temperature gradients Tdiff (Tdiff = Twithout CNTs-TCNTs) for different TIMs. The calculated Tdiff is the 

average along the plateau of the curve. 
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From the results reported above, the heat transfer is found to improve substantially by incorporating 

CNTs in the thermal compound. This claim is supported by the proportionality between the heat transfer 

(Q) and the temperature difference ΔT (ΔT=Tin-Tout) over the posts. Thus, by comparing the

temperatures of the posts, noted as Tout, one can deduce whether an improvement of the heat transfer

takes place. The amount of offered heat to the post corresponding to temperatures Tin was equal at the

interfaces (resistors and applied voltage were identical while running the experiment), which means a

lower temperature Tout implies a higher heat transfer Q.

Based on figure 4, the integration of CNTs in the thermal epoxy to a certain amount (<5%) showed 

an increase in the heat transfer from the heat source to the heat sink. The increase reached a maximum 

with the use of TIMs with 1% of CNTs (figure 5). The improvement of the heat transfer can be due to a 

homogenous dispersion of the CNTs within the TIMs, as well as to the coupling between the CNTs and 

thermal epoxy which results in the enhancement of the thermal conductivity of the prepared TIMs. Also, 

it was observed that by the use of a large amount of CNTs, it became difficult to mix and disperse the 

carbon nanomaterials in the epoxy homogeneously, and the outcome was mostly a TIM in a solid state. 

The fabricated TIM with 10% of CNTs was a clear example of the late observation which explains the 

deterioration of the heat transfer.   

4. Conclusions

In this work, the enhancement of the thermal properties of a commercial compound by CNTs

impregnation was presented. The preparation of the TIM with CNTs followed a simple process based

on sonication. The results showed the improvement of the heat transfer due the application of TIMs

containing CNTs at the interface of the posts. Also, the achieved experiments revealed the increase of

the heat transfer in function of the amount of CNTs injected and the reproducibility of the results. In

addition, it was deduced that the optimum heat transfer was observed for TIMs with 1% of CNTs.

Moreover, the fabricated TIM offers a potential use in applications to protect expensive components

from overheating such as micro and nano-electronics. The use of the fabricated TIM in the LVPS brick

will increase the transfer of the heat to the sink and protect the electronics from overheating and damage,

which will maintain the detector in a constant full operation. In a future work, different types of carbon

nanomaterials will be investigated, as well the increase of their homogeneous dispersion in the epoxy.
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Abstract. Within the neutron metrology and spectrometry community digital pulse
processing systems are being developed for measurements of fast neutron fields in a wide
variety of contexts. Investigations have been completed into the suitability of a CAEN DT5730
digitiser unit an alternative to a traditional analogue system for data acquisition for fast neutron
metrology. Experiments were undertaken at the fast neutron facilities of AMANDE using a
BC501A scintillation detector and both the DT5730 digitiser and an analogue system based on
NIM electronics and an MPA-3 multichannel analyser acquisition unit, under identical conditions
using a broad range of beam conditions available at the AMANDE facility. The measurements
covered an energy range from 0.5 MeV to 20 MeV, over a large range of intensities allowing for
the digital system to be benchmarked against the metrology standard acquisition system for a
large range of contexts. The results of the study indicate that digital data acquisition systems
have matured, such that they may be considered for neutron metrology measurements in the
laboratory and in field.

1. Introduction
Metrology is the science of measurement, and fundamentally has as its focus the activity of
counting with reference to a set of standards. Neutron metrology may be understood as the
process of counting free neutrons, with the two main quantities of interest being the number of
neutrons (either crossing a region of interest or emitted by a source), and the energy distribution
of these neutrons. The measurement result is often presented as a fluence rate (number of
neutrons per unit time), which can further be presented as a function of the neutron energy.
This process is often complicated by the energy dependent fluence being influenced by the
directionality of the neutron source [1].

Neutron fields can vary widely with respect to context, energy and fluence [2], with each of
these aspects introducing an additional degree of complexity. The energy of neutron fields can
range from cold neutrons produced at facilities like CNRF [3] and HANARO [4], below the meV
range, to very high energy (on the order of GeV) neutrons produced in accelerator facilities or
by cosmic rays interacting with the atmosphere. Similarly, the possible intensities span from a
few neutrons cm−2 s−1, having importance to radiation protection, to 1015 neutrons cm−2 s−1,
occurring at the core of high intensity nuclear fission reactors.

The way in which neutrons are detected varies greatly with energy and intensity. Neutron
interaction cross-sections are highly dependent on the material type and the energy of the
irradiating neutrons [5, 6]. On the higher end of the intensity range, detecting individual
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neutron events becomes more difficult and estimating the number of neutrons interacting with
the material often relies on a calculation rather than direct measurement [1].

Direct measurements of neutron energy and fluence requires well characterised response
functions for the detector used if spectrum unfolding is required. Unfolding relies on convolving
the response functions to fit the measurement to determine the fluence distribution as a function
of energy [7]. For these measurements pulse shape discrimination techniques are required to
separate the events associated with incident neutrons and gamma-rays.

Metrology laboratories such as the IRSN (France), PTB (Germany), NPL (UK) and iThemba
LABS (South Africa), use a BC501A organic liquid scintillator coupled to an analogue pulse
processing acquisition system as the reference for measurements of neutron fields. These
reference systems are based on NIM-standard pulse processing modules and an analogue ADC-
based multi-parameter analyser (MPA) [8]. These systems are expensive, difficult to use outside
of the laboratory and have a limited technological horizon.

The advent of digital data acquisition systems (dDAQs) for nuclear radiation measurements
has brought several new approaches to the acquisition and analysis of data. However, rigorous
benchmarking is required before such a system can be deployed in a neutron metrology scenario.
A comparison of an off-the-shelf CAEN DT5730 digitiser [9] to the metrology standard analogue
acquisition system is presented.

The measurements, made at the AMANDE facility [10], were taken with a BC501A detector
coupled with either the standard analogue metrology acquisition system (MPA-3) [11, 8] or
an off-the-shelf CAEN DT5730 digitiser [9]. The measurements covered an energy range from
0.5 MeV to 20 MeV, over a large range of intensities giving an effective range for the neutron
fluence rates at the position of the detector of 103 cm−2 s−1 to 104 cm−2 s−1. Unfortunately
the detector is also sensitive to gamma photons, and mixed neutron-gamma fields always occur
within the contexts studied. To account for this, responses for both neutron and gamma events
are recorded, and pulse shape discrimination (PSD) is used to differentiate between neutron
(proton recoil) and gamma (electron recoil) events. The results for the measurements of the
7.000(6)MeV neutron field at the standard beam current of 0.57 µC are presented.

The energy and intensity response for both systems and digital configurations were
investigated based on the unfolding of measured light output spectra using an existing neutron
response matrix for the detector. The quality of the measured neutron spectra were compared
through uncertainty budgets designed for both systems.

2. Results and Analysis
The analogue acquisition system determines the light output parameter (L) through the
integration of the slow output (dynode) of the detector. The analogue pulse shape parameter
(S ) is determined using the zero cross over method [12, 13, 14] and implemented using a FAST
Comtec 2160A PSD unit [11]. The digital measurements consisted of sampling the anode
waveform and determining the analysis parameters post acquisition. The light output parameter
was calculated as the integral of the sampled waveform for an integration time of 500 ns, and
the pulse shape parameter was determined through the charge comparison method [15, 16, 17].
The digital pulse shape parameter was defined as the ratio of an integral over 30 ns to L.

The measurements of events as a function of S and L allow for the neutron events to be
selected for through pulse shape discrimination (PSD) techniques [11, 18]. The events as a
function of S and L can be seen in figure 1 for the MPA-3 and DT5730 acquisition systems,
where L is presented in a MeVee scale defined by the units of MeV for recoil electrons. The
measurements are in good agreement with each other and exhibit the same features. The only
significant difference being related to pile up event management which is attributed to the
difference in the definition of S.
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Figure 1. Events as a function of S and L (MeVee) for (a) the MPA-3 acquisition system and
(b) the DT5730 CAEN digitiser for the 7.000(6)MeV neutron field measurement. The neutron-
gamma cuts are indicated by the red lines where the neutron events have a higher S value.

The separation of the loci associated with neutron and gamma-ray events can be determined
through a Figure-of-Merit (FoM) value, which is defined as:

FoM =
|µp − µe|

FWHMp + FWHMe
(1)

where µp,e and FWHMp,e refer to the mean and full width half maximum of the proton and
electron recoil loci respectively. The distributions presented in figure 1 can then be compared
using the FoM as a function of light output, as seen in figure 2. Below a FoM value of one, the
loci are considered inseparable. The quality of separation is equivalent for the two acquisition
systems, with their lower energy limits in agreement with each other.

From these measurements neutron cuts are applied (indicated in red in figure 1), selecting
for events which are only associated with neutrons. The neutron light output spectra can be
seen in figure 3(a) along with the associated neutron energy spectra 3(b). The normalised
neutron light output spectra are in good agreement indicating that the shape of the spectra
behave as expected. The neutron energy spectra seen in figure 3(b) exhibit the same features,
with the smaller secondary peaks in good agreement across the two acquisition systems. The
disagreement in the primary neutron energy peak is attributed to the small difference in the
edge of the neutron light output spectra seen in figure 3(a) due to differences in the light output
parameters.

The results for the measurements of the primary energy peak for the 1.200(3) MeV, 2.500(4)
MeV, 5.000(3) MeV and 7.000(6) MeV neutron fields are presented in table 1 with their
associated standard uncertainties. The results all agree with the expected values, calculated
from beam conditions, within 2σ.
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Figure 2. Figure-
of-Merit (FoM)
as a function of L
(MeVee) for the
7.000(6)MeV neutron
field measurement
for both acquisition
systems, indicating
equivalent PSD quality
for the two acquisition
systems. FoM values
were calculated from
slices along the L-axis
of width 0.1 MeVee.

Figure 3. The (a) neutron light output spectra and (b) the associated neutron energy spectra,
normalised by the total counts, as measured by the MPA-3 acquisition system (blue) and the
DT5730 CAEN digitiser (orange) for the 7.000(6)MeV neutron field measurement.

3. Conclusion
In conclusion, the measurements reported here made with a CAEN DT5730 system suggest that
modern digital systems are now offering a reliable alternative to the well characterized reference
acquisition systems based on analogue NIM modules. The measurements demonstrated similar
quality PSD separation, with good agreement in unfolded energy distributions between the
two data acquisition systems for the four measured neutron energies. Present measurements
were made with the DT5730 module connected by USB-2 cable to a regular laptop. Further
improvements in stability, reliability, and performance are expected by utilising the optical cable
connection between the DT5730 and an appropriate desktop PC. Rate related measurements
and characterisation are required to fully investigate dead time effects and stability.
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Table 1. Neutron energy measurements for the 1.200(3) MeV, 2.500(4) MeV, 5.000(3) MeV
and 7.000(6) MeV neutron fields for the analogue and digital systems along with the expected
values of the neutron energies calculated from beam conditions.

Expected
Neutron Energy

[MeV]
1.200(3) 2.500(4) 5.000(3) 7.000(6)

MPA-3
Measured Energy

[MeV]
1.145(26) 2.515(42) 4.994(82) 6.98(11)

DT5730
Measured Energy

[MeV]
1.160(30) 2.582(63) 5.053(97) 7.10(14)

Further investigations on a large range of beam conditions will enable a comparison of neutron
energy spectra determined from both neutron time-of-flight and unfolding techniques. For a
larger range of applicability, analysis of measurements taken with other detectors and at other
facilities (UCT and iTL) will be completed.

The present investigations have demonstrated that there is now value in seriously considering
implementation of a digital acquisition system for fast neutron metrology in a laboratory setting.
Furthermore, a compact digital unit, such as the DT5730, offers the advantage of deploying the
same metrology reference system in both laboratory and field environments.
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Abstract. Positron Emission Particle Tracking (PEPT) is a radioactive tracer technique used to 

track the trajectory of a radioactively labelled macroscopic particle using a variant of Positron 

Emission Tomography (PET). The primary application of PEPT is to study dynamic flow 

systems under varying conditions; including a wide range of particle size distributions, 

physical, and chemical properties, with applications across the science disciplines. For 

radiochemical tracer particle production, we are interested in utilising ion-exchange techniques 

to label small phase-representative resin particles (diameter < 1 mm). For physical activation 

we will primarily be looking at the novel reaction 16O(α,pn)18F to produce positron emitters in-

situ for larger particles (diameter > 5 mm). This work will develop iThemba LABS specific 

tracer particle production mechanisms using 18F for the first time, and will provide insight into
1the effects of tracer particle properties in PEPT applications including optimisation of the

PEPT technique and enhanced tracer production mechanisms. 

1. Introduction

Positron emission particle tracking (PEPT) is a non-invasive technique used to obtain dynamic

information within multiphase dynamic systems. Of particular value to science and engineering, this

technique obtains information on the motion and flow fields of fluids and/or granular materials in

three dimensions and often in dense and opaque media. PEPT enables tracking of a single tracer

particle moving within the field-of-view of a modified Positron Emission Tomography (PET) scanner.

The basis of the technique is to radiolabel a tracer particle with a suitable positron emitting

radionuclide. Positrons that originate from the tracer radionuclide annihilate with local electrons and

produce back-to-back 511 keV gamma photon pairs. When both gamma photons are detected

simultaneously (defined as coincident with a typical 12 ns time window), a line of response (LOR) can

be formed with the tracer particle located somewhere along that line. Multiple LORs are used to

calculate the tracer location as shown in figure 1; an iterative location algorithm is employed to

calculate the position of the particle based on the detection of a consecutive series of back-to-back

gamma photons, within limits set by the spatial resolution of the camera.
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In principle, only two lines of response are necessary, but a larger number (100s – 1000s) of measured 

LORs are required in practice as the acquired data contains a certain fraction of corrupt LORs, due to 

scatter, attenuation, and random coincidences [1].  

Figure 1. Example LORs from a point source of positron activity placed at the origin. The majority of lines 
converge at the source position, forming the basis of the technique. Some outliers are visible, being corrupt 
LORs from scatter or random coincidences. 

The acquisition rate of LORs depends upon the emission rate of positrons from the tracer particle 

(itself a function of activity and the branching ratio for positron decay), multiplied by the sensitivity 

for detecting coincidence pairs of annihilation photons (proportional to the square of the intrinsic 

efficiency for detecting single photons). Typical sensitivities for the detector systems at PEPT Cape 

Town are of the order 5 – 10 % absolute (including solid angle terms) [2]. The data acquisition rate, 

and hence location reconstruction rate, primarily depends on the tracer particle activity for a fixed 

geometry. For low activity, the rate of event detection is insufficient to measure a continuous 

trajectory, and dynamic information is lost. Conversely, with activity too high, effects of pulse pileup 

and acquisition deadtime degrade the measurement [3]. To ensure that the measured PEPT data is 

reflective of the motion under study, the radioactivity in a single particle must be sufficient 

irrespective of the tracer size and physical properties of the material under study which itself must be 

representative of the media under study.  

In addition to the instrumentation, application and data processing, a crucial aspect of the PEPT 
technique is the production of a suitable representative tracer particle. Currently, the primary 
radionuclide used at PEPT Cape Town is 68Ga with a half-life of 68 minutes, produced at iThemba 
LABS thorough the use of 68Ge/68Ga radioisotope generators. We have extended the application of 
PEPT by producing 18F-based tracer particles with the longer half-life of 109 minutes. 
Advantageously, 18F is a pure β⁺ emitter with no additional gamma emissions, thus its use intrinsically 
increases the signal to noise ratio in PEPT studies.  

2. Tracer Production Mechanisms

Radiochemical and physical methods are both being explored to produce 18F based tracer particles.

Two methods of tracer production used are direct activation and chemical sorption, with the latter

comprising surface modification and ion exchange radiolabelling, as illustrated in table 1. If the

materials in the system contain natural oxygen, are thermally stable and greater than 1 mm in

diameter, tracer particles may be directly produced by activation in a suitable cyclotron beam. For

routine work, and for tracer particles below 1 mm in diameter, PEPT Cape Town utilises chemical

sorption methods to produce tracer particles. Ion exchange radiolabelling relies on controlling the

uptake of a desired radionuclide (here: 18F or 68Ga) by an organic or inorganic resin which exchanges
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Figure 2. A selection of PEPT Cape Town tracer particles from left to right: moulded, density modified, 
mineral coating, silica coating, coal particle, glass bead with ion-exchange inset. The images have a global 
scale with the tracer on the far left approximately 300 µm in diameter, up to 1 mm diameter on the far right. 

2.1. Radionuclide production 

Irrespective of the production method chosen to fabricate tracer particles with the required properties, 

nuclear activation techniques are used to produce the required radioactive species. Typical reaction 

pathways for oxygen bearing targets are illustrated in figure 3. Production typically utilises positive 

ion beams produced by cyclotron, with the majority of global 18F production utilising the 18O(p, n)18F
reaction on an enriched 18O water target with proton beam energy above 7 MeV threshold [6].

Disadvantageously, this production method requires enriched 18O targets (90 – 95% is typical) and

therefore cannot be used on natural oxygen bearing substances such as water or oxides. For PEPT, 

where activation of natural materials is required, both Birmingham and Cape Town groups [2, 3] have 

explored alternative pathways. Reactions on naturally occurring 16O bearing targets utilise 3He or

alpha particle beams above 20 MeV. For radiochemical synthesis, 18F dissolved in aqueous solution is 
required. In this scenario the reaction pathway does not affect the chemical properties of the produced 
solution, and both methods are used with Birmingham preferring the 16O(³He, x)18F reactions, and 
iThemba LABS using the 18O(p, n)18F reaction on a dedicated 11 MeV cyclotron used for medical 
grade 18F (18FDG) production. PEPT Cape Town has historically utilised the 68Ge/68Ga radioisotope

generators produced by iThemba LABS for routine tracer particle production [4]. In these generators, 

the long lived (271 day half-life) 68Ge is produced by (p, xn) reactions on natural Ga targets with

proton beam energy 66 MeV using the iThemba LABS k = 200 Separated Sector Cyclotron (SSC). 

The 68Ge is loaded into an exchange column, and decays to 68Ga (68 min half-life) which can be eluted

on a daily basis to form an aqueous solution. Ion exchange techniques similar to those discussed below 

have been developed and optimised to produce PEPT tracer particles via radiochemical means using 

this solution.  

non-radioactive counterions for the required species. The Birmingham group has demonstrated that 

commercially available ion exchange resins of 600 m diameter can adsorb up to 1500 μCi of 18F [3].

Unfortunately, ion exchange resins are typically not representative of the particles of interest due to 

differences in density or surface chemistry properties; however, applying suitable coating layers to 

modify these properties improves representation. Figure 2 highlights a range of various PEPT Cape 

Town tracer particles that have been developed [5]. 

Table 1. A summary of different types of PEPT tracers. 

Direct Activation Ion Exchange Surface Modification 

2600 

>1000

Typical activity (µCi)

Typical size range (µm)

Typical material contain oxides, heat 

tolerant, matches bulk 

800 - 1000 

50 - 1200 

ion exchange resin, 

tuned to match bulk 

density 

± 600

100 - 1000 

reacts with radioisotope 

selective to material 
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Figure 3. Typical reaction pathways for 18F production from oxygen targets, using proton, 3He and 
alpha particle beams. Note many competing reactions contribute to the 18F end-product, sometimes 
through intermediate short lived stages. 

2.2. Direct Activation 

The physical-chemical properties of the tracer particle are of extreme importance to accurate 

representation of results. Ideally, an original particle of the operational bulk material is extracted and 

radiolabelled. In the context of iThemba LABS the reactions on natural 16O bearing targets with high-

energy alpha particle beams are preferred. Up to 10 silicon dioxide (SiO2) glass spheres of diameter 5 - 

10 mm were placed in an aluminium target holder with active water cooling. The target was irradiated 

in the “Elephant” target station [7] using a 100 MeV alpha particle beam averaging 800 nA current 

over approximately 2 hours. Radioisotope activation yields were characterised by half-life 

measurements and gamma photon spectroscopy, with the highest yield being < 3 mCi of 18F on a

single glass sphere. Few impurities from other nuclear reaction channels were observed, and the 

activity was produced firmly embedded in the matrix of the material thus negating radiological 

contamination issues. Figure 4 illustrates the typical cyclotron target and main conclusions, detailed 

analysis can be found in [8, 9]. This method complements existing techniques as a benchmark. Typical 

materials of interest across physics and engineering include: Glass/silica (SiO2), Mullite 

(3Al2O3•2SiO2), Magnetite (Fe3O4), and Chromite (FeCr2O4). 

Figure 4. Left: target holder with SiO2 glass beads of 5 – 10 mm diameter. Right: time-series spectroscopy 
recorded over 24 hours (vertical axis) showing the principle 511 keV photopeak from positron annihilation, 
there are very little contaminant species at other gamma energies. The inset shows the 511 keV peak area 
decaying over time, fitted to half-lives of 18F and the theorised contaminants. These data are consistent with 
over 95% of the produced activity being due to 18F. 
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2.3. Ion exchange radiolabelling 

Two types of anion exchange resins: weak-base and strong-base, can be used as sorbent resin 

structures to concentrate and fix suitable radioactivity, and on which to deposit additive layers to 

control physical material properties. Ion exchange techniques are used to make a resin tracer when 

particle diameters are required below 1000 µm, and when suitable oxygen bearing substances are not

available. The resins consist very small porous plastic beads with functional groups attached to the 

styrene divinylbenzene copolymer lattice [10]. Each fixed ion is neutralised with a counterion to 

preserve the overall electrical neutrality of the resin. The basis of ion exchange labelling is to then use 

radioactive ions to replace the counterions attached to the functional groups on the resin surface. In 

order for the process to occur, the radioactive ions must have a higher affinity for the resin than the 

counterions. The functional groups for anion resins are quaternary ammonium cations, shown in figure 

5 as N⁺R3 where R is the organic backbone. The mobile counterion in the anion resin beads are 

chloride anions, and the resin is used in an ionic form with a lower selectivity for the functional group 

than the sample ions to be exchanged [8], where only ions of the same electrical sign are exchanged. 

The ion exchange process normally happens in aqueous solution, and here with 18F- ions dissolved in

the high purity deionised water solution used as the cyclotron target.  

The uptake of 18F on weak-base anion exchange resins is strongly controlled by water pH. The free-

base amines in the weak-base anion exchange resins, eg. RCH2N(CH3)2, interact with water and form

RCH2N(CH3)2⁺OH⁻ in which the OH- acts as a counter ion and can be exchanged by 18F-. The

dissociation of the hydroxide ions from the functional group is very weak [3]. As the process 

progresses, the hydroxyl concentration increases in solution causing the resin to convert back to the 

undissociated free-base form and inhibiting the anion exchange capacity. The affinity of 18F ions to

weak-base anion exchange resin is much weaker than hydroxide ions. Therefore, the use of weak-base 

anion exchange resins are limited as 18F absorption can only perform at a low pH [3]. Alternatively, 

strong-base anion exchange resins are less affected by water pH or hydroxide ions since the affinity of 
18F- ions is stronger than hydroxide ions of resins [3]. The strong-base anion exchange resins used are

quaternary ammonium derivatives in chloride form: R-CH2N(CH3)3⁺Cl⁻, where chloride is the counter

ion. However, because the affinity of the 18F⁻ion to the functional groups is much weaker than the Cl⁻ 
ion, the resin particles must first be converted into fluoride or hydroxide form e.g. R-CH2N(CH3)3⁺F⁻.
The conversion is achieved by pouring a resin slurry into a column and eluting with 8 – 10 bed 

volumes of 1 M KF solution and rinsing with 10 bed volumes of deionised water, the converted F- ions 

act as counter ions that exchange with 18F⁻ions as illustrated in figure 5. 

Figure 5. Schematic representation of strong-base anion exchange resin converted from chloride to fluoride 
form, followed by F⁻ ion exchange with 18F⁻ in an anion resin bead to gain radioactive uptake [11]. 
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3. Summary and outlook

We are presently improving the uptake of 18F⁻ through altering the resin characteristics in which they

are based using a polystyrenic or polyacrylic matrix with either gel or macroporous structures [12].

Polystyrenic based resins are hydrophobic relative to polyacrylic based resins, meaning the styrene

matrix will retain organic molecules more efficiently. Gel resins offer higher activity levels as

increased porosity results in easier ion diffusion through the resin bead. Novel resins under study

include mixed base and ion selective functionality, with some having higher chemical and temperature

stability, and others with higher capacity and easier regeneration. We have successfully pre-treated a

selection of strong-base anion exchange resins for radiolabeling with 18F, and we have demonstrated

direct activation using iThemba LABS facilities. In future work we will produce a full kinetic model

to explore the change in yield over time as the radioactive species decay and as ions exchange with the

introduced media. This work will develop iThemba LABS specific tracer particle production

mechanisms, and will provide insight into the effects of tracer particle properties in PEPT applications.
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Abstract. This paper seeks to investigate the impact of aerosol loading in Tshwane (Pretoria) 
during the initial 35-day COVID-19 lock-down period in March-May 2020 using solar irradiance 
data obtained from pyranometer and spectroradiometer measurements. We seek to detect and 
identify possible aerosol loading reductions over that period due to lowered combustion and 
emissions associated with urban and industrial processes. Any such decline would manifest itself 
in a higher-than-average direct solar beam intensity and a lower incidence of scattered photons 
reaching the detector from different directions than the solar beam. We measure these irradiation 
components both spectroscopically and in integrated broadband form for selected days deemed 
free of cloud. We examine the relationship of the irradiance to the solar zenith angle, and confirm 
this to be well represented by a power law. A comparison of the 2020 results to similar 
determinations for selected days in 2018 and 2019 shows no difference between the seasonal 
averages, and we therefore conclude, in contrast to what would be expected in view of reduced 
anthropogenic activity, that the impact of the lockdown on aerosol levels was minimal. 

1. Introduction
The Earth’s atmosphere contains varying levels of suspended particles referred to as aerosols that by
their presence reduce incoming solar radiation and decrease long distance visibility. This decreased
transparency is also referred to as turbidity. While some aerosols are natural, many are also generated
through human activity, which can lead to enhanced turbidity in urban areas [1].

During the early high-level lock-down linked to the COVID-19 pandemic in 2020, much of the South 
African industrial and economic sectors ground to a halt. The lower transport and industrial activity is 
well illustrated in human mobility data determined from communication device locations (see 
https://www.google.com/covid19/mobility/).This provided an opportunity to identify the role human 
activities have on the local contribution to aerosol emissions in Gauteng province, the most urbanized 
and industrialised region in South Africa, by comparing the 2020 atmospheric turbidity during that time 
of the year with the levels observed in prior years. This is done by measuring the solar beam strength 
during the lockdown months and comparing this to earlier periods. 

The downscaling of activities lowers emissions due to industrial activity and transportation, but also 
leads to heightened domestic burning. The degree to which these processes affect aerosol concentration 
at a specific site furthermore depends on specific local meteorological conditions, especially wind. 
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2. Solar Irradiance

2.1.  Solar Geometry 
As the Earth orbits the Sun and the Earth rotates around its polar axis, the position of the Sun in the sky 
is constantly changing. As the angle of inclination of a solar beam reaching the surface changes, so does 
the amount of atmosphere a photon in the solar beam would pass through. The solar zenith angle (θz) is 
measured between the vertical and the incoming solar beam. This depends on the time of day, day of 
the year and latitude. Various procedures are available to calculate θz at any particular moment, the 
choice depending on the level of accuracy required (e.g. [2]). On any particular day, θz is at a minimum 
at solar noon, which is defined as the time when the Sun passes the meridian. 

The parameter m, referred to as the airmass, equates to the amount of atmosphere a photon of light 
must pass through before reaching the ground. Its units are such that m = 1 corresponds to the vertical 
path from ground level to the top of the atmosphere. When ignoring distortions due to Earth curvature 
and refraction, airmass can be approximated by m = cos θz.  

2.2.  Radiation losses and light scattering in the atmosphere 
Solar irradiance passing through the atmosphere may interact with some of its constituents, leading to a 
photon being absorbed or deflected into a different direction through scattering. The amount and spectral 
distribution of the radiation detected at ground level is influenced by numerous factors, such as the 
albedo (which refers to the reflected light from a surface), as well as the concentration of atmospheric 
gasses such as carbon dioxide, water vapour and other trace gases [3]. Different aerosols affect the 
spectrum of incoming solar radiation at different wavelengths. Factors determining this include particle 
size, as well as chemical or molecular composition, which determine energy states and the wavelengths 
of photons associated with atomic and molecular transitions. This results in scattering and absorption at 
specific wavelengths. The absorption bands for various aerosols and related radiation attenuation 
processes have been well documented (e.g. [4]).  

2.3.  Radiation components and spectral distribution 
Global horizontal irradiance G is defined as the energy per unit time and per unit area collected by a 
horizontally placed detecting surface. There are two components contributing to this. The first is the 
solar beam, i.e. the sunlight reaching the surface that was not absorbed or scattered during the traverse 
of the atmosphere. We refer to this as the direct normal irradiance I. Given that the solar beam makes 
an angle of θz with the normal to the horizontal measuring surface, the effective detector surface area 
seen by the beam is reduced by a factor of cos θz. The second component contributing to G is the 
scattered radiation from the sky dome. This is referred to as the diffuse horizontal irradiance D. All these 
quantities are thus related to each other by the following expression: 

G  I cosZ  D  .    (1)
While the accurate characterization of the global irradiance is extremely complex, there are 

mathematically very straightforward model formulations available that are able to approximate the 
actual relationship between G and θz quite well. One reasonably successful such formulation is a power 
law relationship sometimes referred to as the Adnot-Bourges-Campana-Gicquel clear-sky model 
(hereafter ABCG model) [5], defined by the following expression:  

ZG  A(cos )B  .    (2) 
Note that the scaling parameter A corresponds to the global horizontal irradiance when the Sun is 

directly overhead (i.e. θz = 0  cos θz = 1). G will then be highest when radiation losses in the 
atmosphere are at their lowest, and hence A is an indicator of atmospheric transparency. This also applies 
to the majority of days when the Sun does not reach the point directly overhead at noon. The parameter 
B describes the deviation from a pure cosine form (which corresponds to B = 1). A value of B >> 1 
indicates enhanced irradiation when the Sun approaches the horizon, i.e. higher aerosol concentrations. 
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2.4.  The Solar spectrum 
Solar radiation is emitted by our Sun with a spectral form largely resembling a blackbody characteristic 
of its effective surface temperature of 5800 K. Most of the emitted sunlight is radiated in the near 
ultraviolet (0.28–0.40 µm; UV), visible (0.40–0.70 µm) and infrared (0.70–3.0 µm) regions [6].  

When studying the spectral properties of irradiance, it is useful to introduce another parameter, the 
spectral irradiance, which quantifies the irradiance per unit wavelength interval. In terms of the solar 
beam, this parameter is then referred to as the direct normal spectral irradiance Iλ, and is related to I by 

0
I I d 


   . (3) 

3. Methodology
We examine Council for Scientific and Industrial Research (CSIR) solar spectral irradiance, broadband
irradiance and weather data for the period in question together with corresponding data from the two
previous years. The broadband and weather data also form part of the regional Southern African
Universities Radiometric Network (SAURAN) database [7].

We categorise days and months according to the measured degree of turbidity for the period April-
July for 2018 and 2020 through analysis of the relationship between the measured irradiance and the 
solar zenith angle on cloud-free days. To eliminate the influence of cloud cover and other obstructions 
candidate clear-sky days were checked visually by inspecting the smoothness and morning-to-afternoon 
symmetry of the G vs. time plots for that day. We thus identified four days in 2018, six days in 2019 
and seven days in 2020 which did not show signs of cloud interference. In the analysis later on we 
restrict ourselves to irradiance measurements taken when the solar zenith angle is smaller than θz = 84°, 
because, as with other simplistic models, the ABCG model fails when the Sun is close to the horizon.  

The instrumentation used to secure the irradiance data was supplied by the CSIR, and is located on 
a rooftop on its main campus in Tshwane (Pretoria). The exact measurement site location is longitude 
28.2787 E, latitude 25.7465 S and the altitude is 1400 m above sea level. The instruments were:  

 Two pyranometers. When placed on a horizontal surface they directly measure G. The diffuse
component D can also be determined with a pyranometer by obstructing the direct solar beam
with a shading ball. The pyranometers we used are manufactured by Kipp & Zonen and are
sensitive in the wavelength range 0.28-2.80 µm. They were set up to take measurements at a
frequency of once every 30 seconds and record data every minute.

 A spectroradiometer manufactured by EKO-Weiser. It measures the direct normal spectral
irradiance Iλ in the wavelength range 0.28-1.10 µm at 5 second intervals and recording data
every minute.

 Weather data was gathered by a standard integrated weather sensor, which recorded wind data,
temperatures, humidity and precipitation at 30 second intervals.

4. Results and analysis

4.1.  Global horizontal irradiance model fits 
This A and B parameters in the ABCG model are then obtained by linearising G as a function of cos θz 
through the application of a logarithm to both sides of equation 2: 

10 10 10log G  log A B log (cosZ )  .   (4)
Figure 1 illustrates one such plot. The best fitting line is determined by applying routine linear 

regression analysis, which then yields the parameters A and B. A comparison of the model for G and the 
actually measured data over the course of a day is shown in figure 2. 

The R2 values ranging between 0.988 and 0.999 highlight the high degree of linearity in the plots, 
not only confirming the suitability of the model, but also that the days chosen were indeed clear. Figure 
3 is a plot of A vs. B, and there is no evidence of a systematic shift of the points for 2020 compared to 
the previous years. 
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Figure 1. Example of a linearised log G vs. 
log(cos θz) plot. 

Figure 2. Comparison of the measured and 
model global horizontal irradiance values. 

Figure 3. ABCG model A vs, B fitting parameters for selected clear 
days in 2018-2019 (in black) and in 2020 (in red). 

The A and B fitting parameters are always higher than the values originally associated with the ABCG 
model. This can be attributed to differences in elevation and changed environment to the low altitude 
central European localities where the ABCG model was originally developed [5]. The RMSE values in 
table 1, were obtained by comparing the measured values of G to the values modelled using the ABCG 
formulation with A and B values obtained from fitting a straight line to the log G vs log (cos θz) plots 
analogous to the example shown in figure 2:  

RMSE  N 1 (G(model) G(measured))2 1 2
 .   (5)

The number of values for each day varies as the ABCG model is restricted to θz < 84°, as 
measurements nearer to the horizon can be affected by shading through nearby buildings and trees. In 
addition to determining fitting parameters, the log-log plots can highlight variations in aerosol loading 
between morning and afternoon. The example shown in figure 1 is such a case.  

The analysis performed in this section confirms that broadband values for 2018, 2019 and 2020 have 
not shown any clear evidence in a reduction in aerosol absorption, which would have resulted in an 
increase in the values of G and I with a corresponding decrease in D.  

4.2.  Solar noon irradiance comparison 
As an alternative method of analysis, we compared the global horizontal, diffuse horizontal and direct 
normal irradiance at solar noon for the days investigated. G and D have been measured directly, while I 
can be calculated from these with equation 1. 
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Figure 4. The measured values of G (in green) and D (in blue) at solar 
noon, and the corresponding values of I calculated from these using 
equation 1 (in red), plotted versus cos (θz). The squares, circles and 
crosses represent the 2018, 2019 and 2020 data respectively. 

Figure 5. Spectral irradiance profiles for 2018-2020 (in W m–2μm–1). 

Figure 4 compares the global, direct and diffuse irradiance at solar noon to the corresponding cos θz. 
The 2020 values of G and I would for a given θz be higher and for D be lower than those for the earlier 
years if the atmosphere was indeed clearer during the 2020 lockdown. There is no evidence for this. To 
demonstrate this, we fitted power law curves to the combined 2018-2020 data and determined the 
average offsets of the data points of the 2020 data. For 2020 we get: ΔG = –4.6±12.8 W/m2, 
ΔD = +7.7±28.0 W/m2 and ΔI = –11.6±51.1 W/m2, meaning that the 2020 measurements are statistically 
consistent with the three-year average. If anything, there is a tendency for G and I to be lower and D to 
be higher in 2020, the opposite of what one would expect in the event of a clearer atmosphere. 

4.3.  Spectral Irradiance profile 
Spectral profiles were inspected to identify possible variations in the absorption profiles in the 0.30-1.10 
µm spectral range. The spectra were always taken close to solar noon, and within a week of 1 May so 
that the spectra all correspond to similar solar zenith angles. 

All four spectral profiles in figure 5 show similar trends in spectral absorption bands for natural 
atmospheric aerosols. When looking at the UV region, clear signs of ozone absorption are visible, 
particularly in the UV spectrum, as well as the 0.45 µm to 0.75 µm region. Similarly, water vapour 
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absorption can be observed at 0.72 µm, 0.82 µm and 0.94 µm. Molecular oxygen exhibits absorption at 
0.63, 0.69, 0.76 and 1.06 µm [3]. 

There is no obvious difference in the spectral shape between 2020 and the other years. The small 
variations between the displayed spectra can easily be explained as the result of the slow seasonal drift 
to larger airmass at solar noon, which leads to a slight weakening of Iλ as one moves towards mid-winter. 
There is also no sign of any changes to specific spectral lines. All this supports the earlier finding that 
the lockdown months of 2020 experienced normal aerosol loading. 

5. Discussion
There are two ways to interpret the findings presented here: i) atmospheric particle concentrations at the
measurement site have always been low even though this is an urban site; or ii) the methodology
employed here and chosen sample are inadequate to detect changes in aerosol loading.

Looking at the first hypothesis, we note that the measurement site at the CSIR is comparatively 
removed from major industrial sites, so the downscaling of industrial operations during the COVID-19 
lockdown would not have had a major impact there. Emissions from domestic coal fires would, if 
anything, have been more frequent during the lockdown due to more people being at home during the 
day. This could have counteracted the decrease in vehicle emissions. We also note that atmospheric 
transparency measurements carried out at the CSIR do not differ dramatically from those at some very 
remote locations [8], indicating that the CSIR site enjoyed only moderately aerosol loaded even in the 
pre-COVID lockdown period. 

It is also possible that a larger number of daily data sets would have yielded a significant difference 
in sky transmission characteristics. For example, we note that the three days with the largest values of 
the ABCG model parameter A were all in 2020 (see figure 3). We also checked wind characteristics [9] 
on the days when our irradiance data was gathered, and found that there was wind with speeds of the 
order of 10 km h–1 on virtually all clear days chosen for 2018 and 2019. That would have assisted in 
dissipating locally polluted air on those days. 

6. Conclusion
We attempted to detect whether the lockdown period at the start of the COVID-19 pandemic followed
trends as seen in other major international cities of a significant decline in pollutants being emitted into
the atmosphere. We find that, at least as far as average sky transparency is concerned, the urban region
near our measurement site shows no evidence of lowered emission as a result of the March-May 2020
shut down of most economic and industrial activities.
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Abstract. Zinc Oxide (ZnO) gas sensors have been popular for some time now, responding
with change of sensor resistivity in the presence of a reducing or oxidising gas. The presence
of a reducing/oxidising gas is indicated by a measured change in resistance in a gas sensing
environment developed at the University of Zululand in the physics department. The purpose
of the project was to convert changes in resistance to voltage changes that lie between 0 V
to 5 V, suitable for microcontroller applications. Formaldehyde (HCHO), a reducing gas was
used to investigate changes in resistivity of the gas sensor in order to establish the range of
measured resistance which varied from 1380 to 420 ohms in the absence or presence of the HCHO
respectively. Design of a suitable circuit was done, this included the choice of Wheatstone bridge
resistances in tandem with a difference operational amplifier. A P-spice simulation environment
was developed and used to asses the designed circuit for its suitability for the required voltage
range. Simulation results showed that the design circuit provides 3.25 V and 0.13 V in the
presence and absence of the gas respectively. This results show that a microcontroller can be
introduced to the circuit to give alerts.

1. Introduction
Zinc Oxide (ZnO) as a typical semiconductor metal oxide gas sensor, exhibits characteristics
needed for a perfect gas sensor. These include wide band gap of 3.37 eV, large exciton energy
of 60 meV, high electron mobility, photoelectric response together with excellent chemical and
thermal stability [1, 2, 3, 4, 5, 6]. ZnO is low-cost, non-toxic and easy to prepare [7]. Moreover,
ZnO could be a typical chemo-resistive sensing material as its gas sensing is dominantly
controlled by the change in sensor resistance when gas molecules react with its surface [8]. In a
surrounding atmosphere, oxygen molecules are adsorbed (attached) on the surface of ZnO which
then ionizes into oxygen species by capturing electrons from the conduction band, resulting in the
formation of surface depletion layer and thus increasing the sensor resistance. When a reductive
gas like acetone, approaches ZnO surface, oxygen species will interplay with these gas molecules
and release trapped electrons back to the conduction band, causing the sensor resistance to
decrease [9, 10]. While exposure to oxidising gases like NO2 act as electron acceptor, the sensor
resistance increases instead [11, 12]. Hence, it is the variation in sensor resistance that achieves
the gas sensing characteristic.

Since HCHO is a reducing gas, it will act as an electron donor when interacting with the Zinc
Oxide surface. Oxygen ions will be desorbed (released) from ZnO during the interaction and
OH ions physisorbed (attached) to the metal oxide (ZnO) surface. As this interaction occurs
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there will be a variation of resistance in ZnO [13]. The adsorption of oxygen creates ionic species
such as O2–, O2

–, and O–, which acquire electrons from the conduction band [14]. The reaction
kinetics for creation of the ionic species are as follows:

O2(air) O2(adsorb) (1)

O2 (adsorb) (2)O2(adsorb) + e–

O2(air) 2 O (adsorb) (3)

The HCHO molecules react with created oxygen species releasing trapped electrons back to
the conduction band of the zinc oxide semiconductor, that will increase carrier concentration
and electron mobility that will lead to a decrease in resistance of a gas sensor. The reaction is
described below [15]:

HCHO + 2 O (adsorb) CO2 + H2O + 2 e– (4)

For this project, the main aim was to improve the sensitivity of the electronics used to sense
the small resistance changes associated with ZnO gas sensors and to convert it to an output
voltage in the range of 0 to 5 V, suitable for microcontroller application. The P-spice [16]
simulation (Cadence’s electronic circuit simulation tool) environment was used to evaluate the
design concept to provide recommendations for the next stage of development.

1.1. Synthesis Of ZnO
Zinc oxide is a known metal oxide semiconductor gas sensor, because of its wide band gap energy.
Numerous processes have been used to deposit ZnO on substrates for certain applications such
as spin coating, spray pyrolysis technique, thermal evaporation and DC magnetron sputtering
[17]. At the department of Physics and Engineering at the University of Zululand, one of the
methods used to synthesise ZnO thin films is the chemical bath technique. This method doesn’t
need sophisticated equipment, uses low temperature and has low cost of deposition [17]. Samples
to be used for the devices being considered for this project was synthesized using this technique
[18]. The samples provided for this project were ZnO thin films with gold contacts applied.

2. Design Process
2.1. Description Of a Test Chamber
The existing test chamber [18], shown in figure 1 contains the targeted gas introduction under
controlled conditions taking cognizance of safety related to explosive gases. The chamber made
from brass, allows constant visual monitoring (window in the chamber lid) of the sample gas
sensor and controlling the temperature inside the chamber. Inside the test chamber, there is a
stage that is capable to heating up to desired temperature and also a thermocouple that monitor
the temperature. The chamber consists of an inlet for the introduction of the required test gas
volumes, gas outlet and also nitrogen line for flushing the chamber. The test chamber circuit was
replaced with a Wheatstone bridge circuit so that the output voltage can be measured instead
of a resistance. All other components in the test chamber were kept the same.
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Figure 1: Schematic of the test chamber of ZnO samples as function of temperature and test
gas. [18]

2.2. P-spice Circuit Simulation

Figure 2: Schematic of a Wheatstone bridge

For the simulation a Wheatstone bridge circuit was used to convert the changing in sensor
resistance into change in the output voltage of the Wheatstone bridge. The general Wheatstone
bridge circuit is shown in figure 2:
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Figure 3: Proposed circuit design

In the Wheatstone bridge circuit, resistor R1 represents a sensor resistance in air and resistor
R4 represents sensor resistance in a gas chamber. Resistors R2 and R3 are chosen to be equivalent
to R1 in order to give zero output voltage when there is no gas according to equation (5). The
difference operational amplifier (OpAmp) was introduced as shown in figure 3. Resistors, R5,
R6, R7 and R8 are chosen to control amplification factor of the OpAmp circuit. The operational
amplifier connected at the output port of the Wheatstone bridge amplifies the bridge output
voltages to between 0 and 5 V suitable for micro controller application. The amplification factor
is determined by resistor ratios R8/R5 or R7/R6. R1, the gas sensor resistance in air, has a
value of 1380 ohms and R4 which is labelled as RVAL has values that varies with a gas presence.

The formulae used to calculate the output voltage of the OpAmp in Excel are shown below.
Equation (5) is the output voltage of the Wheatstone bridge circuit and equation (6) is the
amplification output voltage.

Vth =

 1

1 +
R4

R1

− 1

1 +
R2

R4

V 1 (5)

VOpAmp =

(
Vth ∗

R8

R5

)
(6)

3. Results And Discussion
3.1. Results
The graph below shows results obtained from the P-Spice simulations compared with those
obtained through calculations using equation (6) in Excel:
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Figure 4: The graph comparing the result of Pspice and calculated data

3.2. Discussion
It was observed that the operational amplifier output voltage decreased exponentially as the
gas entered the test chamber which implies the presence of a reducing gas. The resulting
decrease in resistivity correspond to an increase in conductivity of the gas sensor. The output
voltage magnitude of an operational amplifier lies between 0 to 3.25 V which is sufficient
for microcontroller application. Figure 4 validates that the PSpice simulated results and the
calculated results are very close to each other with a difference of ±0.04V.

4. Conclusion
By using a Wheatstone bridge in tandem with a difference operational amplifier, the electronic
circuit simulated in P-spice was successful in providing the required output voltage, ranging
from 0 to 3.25 V, that is suitable for microcontroller application. For HCHO, a reducing gas,
a resistance of the ZnO gas sensor decreased in the presence of the target gas resulting in a
decreasing output voltage from the simulated circuit. Results from Pspice correspond with
theoretical data, therefore, the simulation was successful.

5. Future Work
In future, the respective effects from reducing and oxidizing gases will be integrated in a single
design. A microcontroller will be introduced to the system to differentiate between gas types.
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Abstract. Fast neutron analysis is one of the techniques that can be used to perform qualitative 
and quantitative elemental analysis in a range of contexts, including the food, coal and minerals 
processing industries, and the detection of contraband. The technique makes use of mainly 
gamma rays as a characteristic signature, however, other signatures such as scattered and 
transmitted neutrons can be used for elemental characterisation. In 2017, the University of Cape 
Town (UCT) Department of Physics commissioned the n-lab, a fast neutron laboratory centred 
around a Thermo MP-320 deuterium-tritium Sealed Tube Neutron Generator (STNG) and a 220 
GBq americium-beryllium (Am-Be) radioisotopic source. In this study, the aim is to characterise 
the n-lab and develop standardised analysis protocols for the elemental analysis of bulk 
materials. Experiments to characterise the facility have been undertaken, where the neutron yield 
produced by the STNG, was measured. The measured neutron yield was found to be (1.22 ± 
0.10) x 108 neutrons s-1, a value comparable to the specified yield in the STNG operation manual. 
Furthermore, proof-of-principle materials analysis measurements have also been made, where 
samples of graphite were characterised using prompt gamma ray neutron analysis. It was possible 
to positively identify 12C using the 4.43 MeV gamma ray, which is induced by the inelastic 
scattering interaction between incident neutrons and the 12C nuclei in the graphite sample. 

1. Introduction
Fast neutrons can be used to perform elemental analyses of samples, both qualitatively and quantitatively 
through a range of techniques [1, 2]. A material of unknown composition is exposed to a field of neutrons 
for a predetermined period of time, resulting in the production of various signatures, such as gamma 
rays, scattered neutrons and transmitted neutrons [2, 3]. These signatures are highly characteristic of the 
individual constituent elements whose nuclei have interacted with the incident neutrons. In the case of 
gamma ray signatures, two techniques are commonly used: Prompt Gamma Neutron Activation 
Analysis (PGNAA) and Delayed Gamma Neutron Activation Analysis (DGNAA) [1]. Gamma rays are 
considered as prompt if their decay time is shorter than the resolving time (usually 10 ns to 10 μs) of the 
gamma ray detector system [4]. Delayed gamma-rays are usually due to activation of target nuclei, 
which is due to neutron capture or other reactions that lead to the production of radioactive isotopes [1].

A neutron facility for experimental neutron physics studies requires the availability of neutron 
sources, neutron and gamma-ray spectrometers. The neutron facility at UCT (n-lab) was commissioned 
in 2017 [5] and is centered around a Thermo MP-320 Sealed Tube Neutron Generator (STNG), which 
is an accelerator-based source that relies on the deuterium-tritium fusion reaction to produce 14.1 MeV 
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Figure 1. A schematic of the n-lab facility showing the neutron vault, where the STNG is well 
shielded with High Density Polyethylene (HDPE), the control area and experimental area. 

monoenergetic neutrons at a rate of approximately 1 x 108 neutrons s-1 as per manufacturer specification. 
Also available is a 220 GBq americium-beryllium (Am-Be) radioisotope neutron source that produces 
neutrons with a broad energy spectrum, with energies ranging from thermal to 11 MeV. Irradiation of 
samples can be performed either in the experimental area or close to the source inside the vault by 
positioning the sample through the variable collimator (see figure1). 

We report on recent developments at the n-lab, particularly those focused on the development of 
techniques for the analysis of materials in bulk using the STNG. 

2. Neutron yield measurements of the STNG
The analysis of materials using neutron techniques requires knowledge of the yield and energy 
distribution of the neutron field. A neutron yield and energy distribution can be measured by active 
methods such as using neutron spectrometers, or by passive methods, such as foil activation. At the n-
lab, the foil activation method was used to measure the fast neutron yield produced by the STNG. Since 
this requires a material with a known cross section for specific incident neutron energy, a natural copper 
foil with dimensions of 2.0 x 2.0 x 0.1 cm3 was used. The foil was placed at 12 ± 1 cm from the centre 
of the STNG and was irradiated at maximum operating capacity for approximately 2 hours.

Natural copper has two isotopes, 63Cu and 65Cu, with abundances of 69.15% and 30.85%, 
respectively.  Both these isotopes have well-known and relatively high cross sections for (n,2n) reactions 
at 14.1 MeV. The 63Cu(n,2n)62Cu and 65Cu(n,2n)64Cu reactions have threshold energies of 11.03 MeV 
and 10.06 MeV [6], respectively, thus, 14.1 MeV neutron energies are sufficient to induce these 
reactions. The resulting radioactive products, 62Cu and 64Cu, have half-lives of 9 min and 12 h, 
respectively, and both decay by positron emission followed by two 0.511 MeV annihilation gamma 
rays. 
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Figure 2. The figure shows (a) the gamma ray spectrum of the copper sample after irradiation with 
th e STNG and (b) the 0.511 MeV gamma ray decay curves. The blue data points are 0.511 MeV 
gamma ray decays of the STNG irradiated copper. The red and black curves correspond to the decay 
of 64Cu and 62Cu, respectively. 

The gamma rays were measured using a calibrated spectrometer consisting of a cerium-doped 
lanthanum bromide (LaBr3(Ce)) detector and electronics for signal processing. The measurements were 
taken at 30 s intervals, for a total acquisition time of 2 h. The 0.511 MeV gamma ray peak in the spectrum 
shown in figure 2(a) has contributions from both 62Cu and 64Cu. The 0.511 MeV gamma ray counts from 
64Cu can be obtained by summing the count rates from t = 3030 s to t = 7200 s in figure 2 (b), since the 
radioactivity of 62Cu is low in this region. Generally, the activity of an isotope diminishes to negligible 
levels after a period of time that is equal or more than five times its half-life [7]. 

0.511 MeV (64Cu & 62Cu) 
(a) 

(b)
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The fitting of 64Cu data in the 3030-7200 s region makes it possible to also estimate the number of 
counts from 64Cu in the 0-3000 s region; the 0.511 MeV gamma ray counts from 62Cu can be estimated 
by obtaining the difference between the abscissas of the 64Cu and the total counts curves. The number 
of gamma rays attributed to 64Cu, Np, can then be used to calculate the flux using [7] 

    Փ(      𝐸𝐸)     =   (1) 
 𝑁𝑁    A  𝑚𝑚𝑚𝑚        𝑚𝑚𝐼𝐼    𝜀𝜀 

1
       .  

 (1      −  𝑒𝑒
−

        
𝜆𝜆𝑡𝑡i)𝑒𝑒      

−𝜆𝜆𝑡𝑡
      d(  1     − 𝑒𝑒   

−𝜆𝜆
      
𝑡𝑡c  )  

Symbol Definition Value 

Np

M 
λ 
NA 

m 
σ 
θ 
Iγ 

𝜀𝜀 
t i 

td 
tc

Փ(E) 

Net counts in the photopeak 
Isotopic mass 

Decay constant of 64Cu 
Avogadro’s constant 
Mass of copper foil 

Cross section at 14.1 MeV 
Isotopic abundance of 65Cu 

Gamma ray intensity 
Detector efficiency at 0.511 MeV 

Irradiation time 
Delay time before counting 

Counting time 
Neutron flux 

44720 ± 210 counts 
64.93 g mol-1

1.52 x 10-5 decays s-1 a 
6.02 x 1023 atoms mol-1

5.34 ± 0.02 g 
(9.61 ± 0.14) x 10-25 cm2 a

0.31 
0.352 ± 0.004 b 

0.189 ± 0.004
7260 s 
3144 s 
7200 s 
(6.75 ± 0.13) x 104 cm-2 s-1 

  aAdapted from [8] 
bAdapted from [9] 

Using the source-target distance of 12 ± 1 cm, it was then possible to calculate the neutron yield, Y, 
of the STNG in 4𝜋𝜋 sr using equation (2) given as 

.   (2) 

By substituting the neutron flux into equation (2) the neutron yield of the STNG was calculated to be 
(1.22 ± 0.10) x 108 neutrons s-1 in 4𝜋𝜋 sr, which is comparable to the expected value of 108 neutrons s-1, 
as documented in the user manual. 

3. Materials analysis using 14 MeV neutrons
We report on first proof-of-principle experiments to characterise graphite samples, irradiated in the
experimental area with a 14.1 MeV neutron beam shaped by a 0.8 cm Ø x 100.0 cm HDPE collimator.
At the n-lab, a graphite block with dimensions 13.8 x 5.9 x 5.9 cm3 was irradiated for a period of 1 hour.
The gamma ray spectra were acquired during irradiation with a calibrated 3′′ NaI (Tl) detector positioned
30 cm from the center of the sample and 90˚ with respect to the beam direction (see figure 3), with and
without the sample present.

𝑁𝑁p𝑀𝑀𝑀𝑀

 𝑌𝑌      =        4𝜋𝜋  𝑟𝑟2        Փ(𝐸𝐸    )

The parameter definitions, as well as their values used to calculate the flux are summarised in table 1. 

T able 1. The summary of the parameters used in equation (1) with their definitions. The values 
th  at were used to calculate the flux are also given, with their uncertainties where possible. 
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The results of the experiment show promise that it is possible to positively identify carbon using the 
4.43 MeV gamma rays from the 12C(n,n′)12C reaction, though the rates are low. Figure 4 shows gamma 
ray spectra acquired during the irradiation of the graphite sample (red) and when the STNG was running 
without the graphite sample in the sample position (blue). While the 4.43 MeV peak and the single-
escape peak at 3.92 MeV are present in both the spectra, it can be seen that the count rates are higher in 
the red spectrum due to the presence of graphite in the sample position. The 2.20 MeV and 4.43 MeV 
gamma ray photopeaks in the no sample spectrum are produced from the radiative capture on hydrogen, 
and inelastic scattering on carbon, respectively, in the HDPE shielding around the STNG. 

Figure 3. The experimental setup used for neutron analysis of graphite samples consisting (A) neutron 
detector, which was not in use, (B) 3′′ NaI(Tl) detector, (C) lead blocks for shielding the NaI detector 
from gamma rays produced in the HDPE shielding and (D) the graphite block. The detector is positioned 
at a 90˚ angle with respect to the beam direction. Neutrons exit of the collimator at (E). 

Figure 4. The spectrum acquired during the irradiation of a graphite sample (red) superimposed on the 
spectrum acquired during the run of the STNG without the graphite sample (blue) in the sample position. 
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4. Conclusion
The analysis of materials using fast neutrons requires a well characterised neutron field. At the n-lab,
the maximum neutron yield from the 14.1 MeV STNG was measured to be (1.22 ± 0.10) x 108 neutrons
s-1 and is in agreement with the value of 1 x 108 neutrons s-1 specified by the manufacturer. Furthermore,
the prompt gamma neutron analysis of graphite samples shows that it is possible to qualitatively
characterise carbon using the 4.43 MeV gamma rays from the 12C(n,n′)12C reaction.

In the next phase of the study the experimental setup will be redesigned to improve gamma ray count 
rates by increasing the neutron flux and the geometric detector efficiency. This will be achieved by 
increasing the diameter of the collimator and by using multiple gamma ray detectors. The measurement 
of other signatures (scattered and transmitted neutrons) will be explored in parallel. Ultimately, the goal 
is to develop and demonstrate multi-modal standardised measurement techniques for elemental 
characterisation of samples in bulk. It is envisaged that this will improve the sensitivity and reduce or 
eliminate ambiguity where there are suspected interferences when analysing a multi-elemental sample. 
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Abstract. The Positron Emission Particle Tracking (PEPT) technique allows for the tracking
of a radioactive tracer particle at high spatial resolution over time, from which its trajectory
can be reconstructed with uncertainty. The uncertainty budget when working with higher
order measurands, such as velocities and accelerations, is complex and poorly understood,
which can be problematic in the case of derived quantities. The uncertainties involved in
calculations with these quantities become large as numerical derivatives are computed. To solve
this, an alternative filtering and data processing method is investigated, enabling numerical
differentiation of the measured trajectories while maintaining useful uncertainty bounds on
results. This new method is the Savitzky-Golay filter, a local polynomial least squares fitting
technique which is adapted to incorporate propagation of measurement uncertainties applicable
to the PEPT technique. This new method is benchmarked against systems of known motion to
place confidence limits on the results obtained. These results are then compared to the existing
method, and the Savitzky-Golay filter is found to outperform the existing method in both
its precision and accuracy across all tested regimes of motion. This potentially improves the
uncertainty budget in PEPT analysis, enabling higher precision measurements to be performed.

1. Introduction
The Department of Physics at the University of Cape Town (UCT) runs a dedicated facility
for Positron Emission Particle Tracking (PEPT) at iThemba LABS, South Africa. The PEPT
technique allows for the tracking of a radioactive tracer particle to high spatial and temporal
resolution over an extended time, from which the trajectory (position as a function of time) of
the particle can be accurately reconstructed with an associated uncertainty. PEPT enables the
non-invasive study of many important dynamical systems, with applications in a range of fields
from engineering to medicine [1, 2, 3]. From the trajectories of the tracer particles, first and
second order time derivatives can be computed numerically to determine dynamic parameters
of the motion, such as velocities and accelerations, from which bulk system behaviours can
be inferred. However, the uncertainty budget involved in these calculations is complex and
poorly understood, and the application of numerical differentiation is typically accompanied by
a loss of dynamic information, leading to greater uncertainties in the computed results. To
extend the capabilities of the PEPT technique to enable higher precision analysis, alternative
filtering and data processing methods are required to allow for the numerical differentiation of
the relevant trajectories while maintaining useful uncertainty bounds on results. In this paper a
new differentiation method, applicable to data obtained from the PEPT technique, is formally
benchmarked against systems of known motion.
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2. The PEPT technique and detector systems
The mechanism of tracking used in PEPT relies on a radioactive tracer particle being a
positron emitter. When a positron is emitted, it annihilates with a free electron within a
short displacement of the tracer to produce two approximately back-to-back (180◦ ± 0.5◦)
annihilation gamma photons with an energy of 511 keV each [4]. If these two photons are
detected in coincidence, a line of response (LOR) can be defined linking the two detectors in
three dimensional space. Ideally, an LOR can then be used to define the line along which the
annihilation event occurred, which, when combined with one or more additional LORs, can be
used to identify the location of the tracer at a given time. Of course, not every coincidence
detection corresponds to the same annihilation event from the tracer, due to effects such as
random or scattered coincidences. To deal with this, an iterative least squares minimisation
(triangulation) routine [1] is used to find the most likely location of the tracer at a given time,
producing the position 〈x, y, z〉 and time t with corresponding uncertainties.

Two physical systems were used for the PEPT measurements of tracer trajectories in this
paper, being the Siemens HR++ PET scanner, housed at iThemba LABS, and the H3D
small-animal PET system, currently housed at UCT. The HR++ camera, as described in [2],
consists of 432 bismuth germanate (BGO) block detectors, each segmented into an 8 x 8 grid
of independent detector elements, with a total of approximately 28000 detector elements. The
block detectors are arranged into a ring in order to facilitate coincidence measurements, giving
an axial field of view (FOV) of 23.4 cm with a ring diameter of 82.0 cm. The H3D PET system
is comprised of four Polaris generation detector modules [5] arranged into a square, with each
module containing four (20×20×10) mm CdZnTe (CZT) semiconductor crystals giving a central
FOV of (77× 77× 42) mm. While the BGO crystals of the HR++ camera have a much greater
intrinsic efficiency leading to higher event rates, the significantly improved spatial and energy
resolution of the semiconductor H3D system allows for the acquisition of the tracer emissions
to a higher precision. The contrast between these two systems is therefore useful in testing the
limits of the applied differentiation method.

3. Differentiation methods
3.1. The 6-point method
In previous research using the PEPT technique, differentiation methods have always been
required for analysis, with the most commonly used method being the 6-point method [3].

When considering the output of measurements being of the form (ti,
−→ →−u,Pi i), with

−→
Pi being

the vector position of the particle at time ti with three dimensional uncertainty→−ui , the simplest
way to estimate the velocity →−vi of the tracer at time ti is to use a difference quotient, which
is nothing but the spatial difference between two measured positions divided by their relevant
measured times. The 6-point method can be considered as a weighted average of six difference
quotients, with specific weights and positions chosen for the differences.

The uncertainty on each computed velocity is then calculated by simply propagating the
measured position uncertainties through the method. To determine accelerations from the
calculated velocities, the 6-point method can be applied again, using the computed velocities as
inputs rather than the measured positions. Since the uncertainties must be propagated again
through the method, it is expected that they will rise significantly, leading to the desire for an
alternative method.

A additional challenge arises when trying to numerically differentiate PEPT data, as the
time resolution is low with tracked locations recorded to a precision of 1 ms, meaning that
often consecutive locations have the same time stamp and division by zero issues can occur.
Therefore, the 6-point method (which is symmetric about the particular point of interest) offers
the benefit of increasing the statistics by using non-consecutive data points in division. This
method has been shown to produce an unbiased approach, but introduces some smoothing of the
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instantaneous velocity as a result of the need for consecutive locations. Under conditions of high
accelerations the method also suffers, as even consecutive points can have different dynamics.

3.2. The Savitzky-Golay filter
Here, we replace the conventional numeric approach of the 6-point method with a more
advanced filtering method known as the Savitzky-Golay filter [6], which is a particular type
of low-pass filter historically used for data smoothing [7]. However, this filter offers the
calculations of velocities and accelerations of a tracer particle with potentially significantly
reduced uncertainties. The filter assumes that, at least locally in some narrow window of
the data, the trajectory of the tracer can be approximated by a polynomial of some degree.
Since PEPT measurements are discrete spatial positions with timestamps, a window of the
data is a selection of several consecutive discrete positions along the trajectory of the tracer,
with the width of the window being the number of selected positions. To apply the polynomial
approximation assumption, a weighted least squares fitting routine is used over a moving window
of the trajectory of the tracer to simultaneously smooth the measured positions and enable
differentiation, which is made simple by the polynomial approximation. The details of this
process can be seen as described in [7], and particularly useful results are quoted here.

Consider a design matrix X of dimension n× (m+ 1), containing all the timing information
of a selection of the measured positions along the tracer’s trajectory, a weight matrix W of
dimension n×n, containing all the corresponding uncertainty information, and a position vector
~y of dimension n × 1, containing all the consecutive measured positions corresponding to the
selections in the previous matrices. Using these matrices and vectors, an mth order polynomial
can be fit to a window of the data of width n using the normal equations [8] to extract the best

fitting coefficients of the polynomial, given by β̂ = (XTWX)−1XTW~y, with β̂ being a vector
containing each consecutive fitted polynomial coefficient. Similarly, the uncertainties on these
parameters can be extracted using Eβ = (XTWX)−1, with Eβ defining a covariance matrix of
the calculated coefficients.

On a case by case basis, the fitting polynomial degree m can be adjusted to better represent
the motion of the tracer according to theoretical or experimental expectation. For example,
with a tracer falling under gravity the motion is theoretically described by a second degree
polynomial, but when a radial coordinate in circular motion is considered a polynomial of a
greater degree may better describe the sinusoidal motion. If the calculation of acceleration is
desired, the minimal polynomial degree that can be used is 2.

When implementing this filter, the design matrix is typically redefined with a coordinate
transformation which places the data point central to the window at the local position t = 0.
This is useful since with a polynomial of the form y = β1 + β2t+ ...+ βmt

m, to determine any
filtered value central to the window, being a smoothed version of the same data or even the mth

derivative, only a single coefficient needs to be extracted since all others give no contribution
following the coordinate transformation. In other words, to determine the values of the mth

derivative of the data, the data point central to the window is replaced with the value of m!βm,
which can then be translated in time back to its absolute position along the trajectory of the
tracer particle, simplifying the calculation of the filtered values and uncertainty analysis.

4. Experimental proof of concept
4.1. Interpolation
In addition to the new differentiation method, the effects of interpolation on the smoothing of
noise in the data was tested as a precursor to the main filtering. In the interpolation procedure,
new events were inferred from measured data, however, as the events arrive randomly in time and
are not uniformly distributed in time or space, this becomes an additional source of uncertainty
to be propagated carefully.
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In this paper, a first step in applying interpolation was the use of a moving average to smooth
the data, replacing each measured position at time ti with the mean of the surrounding 11 events,
reducing some of the variation in the data due to noise. Following this, a weighted linear least
squares fitting procedure was applied to the smoothed data, using a moving timing window
of selected size ∆t from which the position with uncertainty at the interpolation time can be
extracted. The uncertainty is of course propagated through both the moving average and the
linear fitting methods in typical fashion.

A critical assumption for this interpolation is that the event rate or the spacing between the
events is small relative to the changes in the motion, such that no adverse effects are seen, which
can be controlled to some degree with the choice of the ∆t parameter. This limits applicability
in cases where the dynamics of the tracer particle are rapidly changing, with time scales on the
order of ∆t, for example in turbulent flow.

Figure 1. The height and velocity (calculated
with the 6-point method) of a tracer falling and
bouncing under the effects of gravity.

Figure 2. The effects of interpolation on the positions
of a falling tracer, with residuals plotted showing the
difference between measured values and theoretical
expectation.

In testing this interpolation scheme, typical effects seen were an overall reduction in the mean
uncertainties in each position, including a reduction in the overall deviation of the positions from
the expected theoretical motion when working with benchmark systems of known motion. Figure
1 shows typical motion of a tracer falling under the effects of gravity, upon which a theoretical
expectation for the motion can be built. Figure 2 shows the interpolation scheme applied to the
falling tracer, with residuals calculated from the measured motion in figure 1 and the theoretical
expectation obtained from the motion.

4.2. Results
The Savitzky-Golay filter was applied to measured data of a tracer particle undergoing
standardized motion including remaining stationary, falling under the effects of gravity, and
undergoing circular motion. In all cases the HR++ camera was used to perform these
measurements, besides for a case of circular motion where the H3D system was used with a
rotation speed of around 1 mm/s, showing its applicability to systems of small-scale motion.
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The Savitzky-Golay filter was on average 30% − 50% slower than the 6-point method in
computing the velocities and accelerations of the motion, but since these computation times
reached only tens of seconds when applied to many hours worth of measured data, the time
difference between the methods used was not considered in comparisons.

For stationary motion, in all cases the Savitzky-Golay filter was found to outperform the
6-point method, offering optimized mean uncertainty reductions for a moving window of the
trajectory with a width of 25 consecutive events and a fitting polynomial degree of 2. This
polynomial degree was selected as stationary motion is theoretically described by a 0th order
polynomial, but to calculate the acceleration from the filter a minimum degree of 2 had to be
used as to test the method itself.

In comparison with the 6-point method, a 77% reduction of the mean uncertainty was seen in
the computed velocities while maintaining an equivalent representation of the theoretical motion
as the 6-point method. The representation of the theoretical motion was quantified by taking
the sum of the squares of the differences between the discrete computed positions, velocities or
accelerations and the corresponding theoretical prediction, with a lower value better representing
the theoretical model. In the accelerations, a mean uncertainty reduction of 81% was seen with
a 75% reduction, or improvement, in the representation of the motion in comparison to the
results of the 6-point method.

Figure 3. Velocities and accelerations of
a tracer falling under gravity computed by
the Savitzky-Golay filter, 6-point method, and
theoretical expectation, measured by the HR++
camera. Both methods and expectation are
in agreement. Note a clear reduction in
uncertainties computed by the Savitzky-Golay
filter.

Figure 4. Velocities and accelerations of a
tracer undergoing circular motion computed by
the Savitzky-Golay filter, 6-point method, and
theoretical expectation, measured by the H3D
system. Both methods are in agreement, but a
loss of accuracy at the extremes of the motion
can be seen, leading to underestimates of the
absolute velocities and accelerations.

When looking at the falling tracer, very similar effects were seen as in the stationary case,
using the same window length and polynomial degrees, and in figure 3 the overall reduction
in mean uncertainties in comparison to the 6-point method can be seen. In the case of the
velocities, a 76% reduction of the mean uncertainty and a 53% improvement of the representation
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of motion was seen. With accelerations, a 40% reduction of the mean uncertainty and a 50%
improvement of the representation of motion was seen. Interestingly, with the improvements
offered by the Savitzky-Golay filter, we note that the deviations of the accelerations from the
expected theoretical motion are all in the same direction in the Savitzky-Golay filtered results
of figure 3, indicating that it may be possible to discern the effects of air resistance, but further
analysis would be required to confirm this.

In circular motion, rapid changes in the extremities of a particular radial coordinate, i.e. the
peaks of the sinusoidal motion of a particular coordinate, were underestimated by lower order
polynomials and longer timescales. In this case, the fitting window of the data was reduced in
size and the polynomial degree was increased on a case by case basis to account for the more
rapid changes in the motion.

Using the circular motion as measured by the H3D system as an example, shown in figure
4, we see qualitatively that the mean uncertainties of the computed velocities and accelerations
are approximately of the same order, with quantitative comparisons critical for analysis. To
account for the underestimates of the extremities of the motion, the window width was reduced
to 21 consecutive events with a fitting polynomial degree of 3. In the velocity a reduction of
the mean uncertainty by 28% was seen, with a 67% improvement of the representation of the
theoretical motion. In the acceleration, a 12% reduction of the mean uncertainty was seen, with
a 52% improvement in the representation of the theoretical motion.

When looking at the results of the H3D system in figure 4, we note that the velocities and
accelerations being computed are small, but with the uncertainties on these quantities remaining
at least a factor of 6 smaller than the maximal velocity and a factor of 3 smaller than the maximal
acceleration, with the uncertainty of the acceleration being of the order of 20 µm.s-2. This will
hopefully permit deeper analysis into small-scale systems of motion in the future.

5. Conclusions
A novel technique for PEPT, being the application of the Savitzky-Golay filter for smoothing
and differentiation, was investigated to enhance the uncertainty budget involved when discussing
PEPT analysis. The Savitzky-Golay filter was benchmarked, with the results from measured
data compared to systems of known motion, and found to outperform existing methods on
standardized data sets, offering generally decreased uncertainties on measured positions and
derived velocities and accelerations, while also improving the representation of the theoretical
motion by the filtered experimental results. However, this was only a proof of concept
investigation, and a formal analysis of the uncertainty budget would be needed to quantify
the improvements offered by the Savitzky-Golay filter on arbitrary data, but in doing this
analysis the enhanced filtering method may lead to an improved quality of future PEPT analyses,
particularly in terms of describing the quality of the inferences made from measured data.
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Abstract. The DC discharge microthruster concept is a simple, energy efficient plasma
micropropulsion system that operates using an ionisation-acceleration coupling mechanism. It
was developed in the hopes of addressing some of the shortcomings of many state-of-the art
electric micropropulsion systems. In this paper, measurements of the thruster’s extracted ion
beam current as a function of electrode aperture number are presented. The results are compared
with theoretical predictions and then used to obtain estimates of the system’s thrust. The paper
concludes with a discussion of the system’s overall efficiency based on its estimated thrust per
unit of input power.

1. Introduction
Electric propulsion systems have seen much success on large satellites due to their low fuel
consumption and high overall efficiencies [1]. Attempts to miniaturise these systems for
applications on the small satellite platform have been physically prohibited since many of them
are not scale invariant. Furthermore, power and mass budget restrictions imposed on small
satellites creates an additional barrier for the implementation of propulsive mechanisms on
these systems [2]. The proposed micropropulsion concept presented here draws inspiration from
the popular Direct Current (DC) glow discharge tube [3]. It utilises an ionisation-acceleration
coupling mechanism which eradicates the need for additional components and thus reduces
the overall size and mass of the system in alignment with the constraints imposed on the
CubeSat platform [4]. Additionally, different discharge regimes are obtainable by varying the
potential applied between the system’s electrodes. These discharge regimes would allow for
various operating modes on a potential thruster leading to a system with a high versatility [5].

2. Theoretical Background
The thruster concept studied here can be viewed as a quintessential ion source consisting of
a plasma and an accelerator (more commonly called an extractor). The plasma is produced
through the electrical breakdown of a gas between an anode and a cathode, with the cathode
acting as the ion accelerator/extractor in this context. The ions produced from the plasma flow
towards the extractor, where a fraction of them are ejected out of the system through a single
or multiple apertures, producing an energetic ion beam. A high voltage power supply provides
the means for biasing the plasma. This power supply can also be called the accelerator supply
as it determines the ion acceleration voltage Va [6]. The anode is biased with the positive high
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voltage, while the cathode is fixed at ground potential. The resulting electric field between the
electrodes acts as the acceleration mechanism allowing the ions to flow to the extractor. Figure
1 illustrates this concept.

Figure 1. Schematic of the thruster concept. The cathode extracts the positive ions into a
focused beam which creates a net momentum providing the desired thrust.

The net thrust T generated by the system can be deduced from the acceleration voltage Va,
and the ion current in the extracted beam Ib as follows [1]:

T = γ

√
2MVa
e

Ib (1)

Where, M is the ion mass, e is the electronic charge and γ is the thrust correction factor-
which accounts for the presence of doubly charged ions within the beam, along with thrust
dissapation due to beam divergence [1].

In a cylindrically-symmetric extraction system, the total extracted ion beam current can be
calculated from the Child-Langmuir Law as follows [6]:

4

9

√
2e

M
S2V 3/2

aIb = ICL = πε0 (2)

Equation (2) holds if the ion beam current is space charge limited and the emission area is
planar and infinte [6]. Here, ε0 represents vacuum permitivity. The aspect ratio S is defined
as the ratio of the aperture radius to the discharge gap (distance between the electrodes) i.e,
S = r/d. Then, for a fixed aspect ratio the extractable ion beam current will be proportional

to the acceleration voltage to the three half power (i.e. Ib ∝ Va
3/2

). The remaining constant of
proportionality is called the perveance of the extraction system [6].

Many satellite missions implement orbital maneuvers which require an appreciable amount
of thrust to be produced at set periods of time. In these situations, it is important optimize
thrust production. This can be accomplished by adding additional apertures to the extractor
electrode. However, the addition of apertures will decrease the total electrode surface area and
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subsequently decrease the secondary electron emission rate. Thus a higher acceleration voltage,
relative to a single aperture system, will be required to generate a particular discharge current.

3. Experimental Setup
The thruster body was constructed from high temperature resistant speciality ceramic material
to mitigate any undesirable effects when coming into contact with the discharge plasma. High
purity (99.99%) argon was used as the working gas (propellant) for all experimental tests while
high durabilty stainless steel was selected as the electrode material.

Figure 2. Ceramic thruster tube geometry. Figure 3. Different electrode aperture
configurations explored:
1x2mm, 2x2mm and 4x2mm apertures.

The thruster needed to be small enough to meet the size constraints of small satellites, it also
had to have a sufficiently large opening to facilitate the addition of apertures on the electrode
surfaces. A length of 52 mm and inner diametre of 13 mm was found to be appropriate to
meet these requirements. Additionally, a 4 mm nylon thread was securely fitted at the gas inlet
opening and was used to connect a plastic tube from which propellant gas was fed into the
thruster. The electrodes were attached to the open ends of the tube using a vacuum compatible
adhesive. Extreme care was taken to ensure that the apertures were symmetrically aligned with
each other on both ends of the thruster. The experiments were conducted using three different
electrode aperture configurations (see figure 3).

4. Methodology
Figure 4 shows the general experimental setup. A 760 mm diameter x 200 mm high stainless
steel ring vacuum chamber, fitted with multiple access ports, was used to simulate the ambient
space environment. The chamber was pumped down to 5 ± 1 × 10−5 torr with the aid of an
Alcatel 2012A roughing pump and a Leybold-Haraeus water cooled diffusion pump. An in-
house developed mass flow measurement system, based on the orifice plate concept, was used to
measure the mass flow rate of the propellant gas into the thruster (refer to [7], p.63-79 for more
details on the procedure used). Mass flows as low as 10−7 kg/s were accurately measured using
this procedure. In these experiments the mass flow rate was kept fixed at 180±4 ng/s. The HV
power supply was then switched on and the current was set to 1 mA.
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Figure 4. Schematic of the general experimental setup (outside of the vacuum chamber).

Figure 5. Schematic of the extracted ion beam current measurement setup (inside the vacuum
chamber).

Figure 5 shows the experimental setup on the inside of the vacuum chamber. The electrodes
on each end of the thruster were connected to the HV power supply with high voltage cables
through copper vacuum feedthroughs. Two aluminum coated mylar sheets were used as collector
plates to measure the extracted ion beam current. The plates were positioned 90 ±10 mm and
180 ±10 mm from the cathode and anode respectively and were separated by a plexiglas barrier.
The plate at the anode end was connected directly to ground, while the ion beam collecting plate
was connected to a 2.45 ±0.01 MΩ terminating resitor and then to ground. An oscilloscope,
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with internal impeadance of 1 MΩ, was used to measure the voltage drop across the resistor.
The osciloscope measured the average plate voltage over 60 seconds and, from this voltage, the
beam current was deduced through Ohm’s law. Multiple trials were conducted for averaging
and to check for repeatibility.

5. Results and Discussion

The measured extracted ion beam current for a single, double and quadruple 2 mm aperture
electrode configuration is shown in table 1 (the theoretically predicted ion beam currents,
for multiple apertures, according to the Child-Langmuir law is given by Ib

CL). In each case,
the discharge current was kept fixed at 1 mA for comparison. The acceleration voltage Va
corresponding to the 1 mA discharge current, for each aperture configuration, was obtianed
from the LCD display panel on the power supply and ranged from 1.5 ±0.1 to 3.5 ± 0.1 kV.
Ion beam currents on the order of tens to hundreds of microamps were measured from which
the system’s thrust was calculated using equation 1. Note however, that the thrust calculated
in table 1 does not take into account the correction factor γ and is therefore only an estimate
of the system’s actual thrust. This is justified since the beam divergence angle, calculated from
the spot size of the beam at the collector plate, was measured to be less than 0.2 rad. Thus, the
thrust correction factor can be taken as unity to good approximation.

The results show that for a fixed aperture diametre of 2 mm and a discharge current of 1 mA,
increasing the number of apertures increases the total extracted ion beam current as expected.
However, the results obtained do not match the Child-Langmuir law and suggest that the ion
beam current is much greater than theoretically predicted. A possible reason for the discrepancy
is that the current measured at the plate may not be the same as the total current leaving the
thruster. As noted by Brown I G 2004, the measurement of the ion beam current is affected by
the presence of secondary electrons genereated from ion impacts on the collector plate as well
as the presence of ambient neutral gas particles along the beam path [6]. Collisions between the
various particle species may have generated the excess ion current observed.

Table 1. The relationship between the number of apertures, the average ion acceleration voltage,
the measured ion beam current (from the 2.45 MΩ resistor) and the estimated thrust for a fixed
aperture radius of 2 mm. The discharge current was kept constant at 1 mA across all aperture
configurations.

Aperture No. Va (V) δVa (V) Ib (µA) δIb (µA) T (µN) δT (µN)

1 1765 ±10 10.29 ± 0.15 0.13 ±0.02
2 2340 ±10 102.98 ± 1.45 1.43 ±0.12
4 3435 ±10 135.79 ± 1.91 2.29 ±0.13

One may naively expect the ”thrust” to increase linearly with the number of apertures, but
the system is likely much more complex. These early results seem to indicate that the apertures
”interact” non-trivially with each other. The experiments need to be repeated more carefully
with a more sophisticated setup. Moreover, it is recommended that a much larger sample size
of apertures is studied, with aperture numbers ranging from 1 to > 20, in order to make a
pattern more apparent. Addtionally, one can also experiment with changes in the aperture
size to identify the optimal input parameters (current, voltage etc.) for a specific aperture
configuration.
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6. Conclusion

Ion beam current measurements were conducted on the DC discharge based microthruster.
These measurements were used to obtain estimates of the system’s thrust. The measured ion
current was found to be in excess of the theoretical prediction by the Child-Langmuir equation.
This discrepancy may be attributed to a non-ideal experimental setup i.e. the measurement of
the ion beam current may have been affected by the presence of secondary electrons genereated
from ion impacts on the collector plate as well as the presence of ambient neutral gas particles
along the beam path. It will therefore be necessary to use a more sophisticated measuring
apparatus (for example, a Faraday cup probe) to make more accurate measurements of the
ion beam current. Nevertheless, this experiment has verified that a microthruster based on
an ionisation-acceleration coupling mechanism can work in principle and can produce a thrust
ranging from 0.13 ± 0.02 µN to 2.29 ± 0.13 µN depending on the number of extraction apertures
used. It must be noted that the addition of multiple apertures introduces a thrust efficiency
trade-off and based on the data from these experiments it may be more beneficial to use a 2x2
mm extractor aperture configuration for optimum thruster performance under these conditions.
The main purpose of these experiments, namely to determine thrust production with various
electrode apertures, was successfully demonstrated. The results of this paper will justify a more
in depth investigation.
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Abstract. Thin-film photovoltaic (PV) technology has varying performance for different 

technologies. Even though the efficiency of the thin-film modules are less than that of crystalline 

silicon modules, the thin-film modules do have advantages in certain locations, due to their 

spectral and thermal responses. In this study, the performance of thin-film PV modules operating 

in an outdoor environment is monitored and analysed. An embedded generation network has 

been established by the PV Research Group at the Outdoor Research Facility (ORF) located on 

the South Campus of Nelson Mandela University. This network contains three kW-scale grid-

connected PV arrays comprising cadmium telluride (CdTe), copper indium diselenide (CIS) and 

amorphous silicon (a-Si) thin-film technologies. This paper presents and discusses the 

performance data of these three arrays over an extended period. A thorough comparison of the 

energy production is given, together with preliminary performance loss and degradation. From 

the data acquired, it is observed that the CIS and CdTe systems have higher performance ratios 

of the order of 85 %, while the performance ratio of the a-Si system is consistently below 75 %.it 

was found that the a-Si array lost 30% of its rated power in a period of 4 years, indicating that 

its operational lifespan is much less than that of the other thin-film modules studied. 

1. Introduction

Thin-Film PV modules have lower efficiencies compared to crystalline silicon PV modules. The thin-

film modules therefore need larger surface areas to produce the same peak output power as that of

crystalline silicon modules. Furthermore, the thin-film modules guaranteed operational lifespan has

improved significantly and has become similar to that of crystalline silicon modules. The advantages

that thin film PV modules do have over crystalline silicon modules is they have a lower temperature

coefficient as well as a very good response to the shorter wavelengths of the sunlight’s spectrum. This

means that in hotter environments the power of the thin film materials will be less effected and as well

as in overcast conditions [1]. The performance of these PV modules is strongly dependent on the

location; as temperature, and the spectrum of the sunlight play a big role in how the modules perform

[2]. It is therefore important to monitor these modules for a significant timespan to evaluate them in an

operational setting.

1.1.  Performance parameters of PV systems 

The in-field monitoring of the performance of thin-film PV systems is of great importance as it allows 

one to better understand how the systems work under real outdoor grid-tied conditions. In addition to 

the array parameters, the performance parameter investigated in this work is: 
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Performance Ratio (PR): The performance ratio is a measure used to determine the efficiency with 

which the PV plant handles the available radiation energy. This parameter is defined as the ratio between 

the final specific yield, YF and the reference yield, YR [3]: 

PR = 
YF

YR
(1) 

1.2.  I-V Curve 

An I-V curve (current-voltage characteristic curve) is a graphical representation of the relationship 

between the voltage applied across the PV module or array and the current flowing through it. The shape 

of the curve is also significant as one can detect any deviations from what should be observed, and the 

causes of these deviations can then be investigated further [4]. Another curve that is plotted together 

with an I-V curve is a P-V curve (power-voltage curve) which indicates the power that the module or 

string produces at each voltage value .  

Important points on these curves are Isc, Imp, Vmp, Voc and Pmax, where Isc is the short-circuit current 

which is the largest current that can be drawn from the PV module or string, Voc is the open-circuit 

voltage which is the maximum voltage available from the PV module or string and Imp and Vmp is the 

maximum power current and maximum power voltage respectively and these are the values that 

correspond to the Pmax value, which is the maximum power point [4]. Another quantity that one can 

obtain from the above-mentioned points is the fill-factor (FF) which is the ratio of the maximum power 

and the product of Voc and Isc: 

FF = 
Imp × Vmp

Isc × Voc
(2) 

Graphically, the FF is a measure of the “squareness” of the I-V curve, and it is also the largest 

rectangle that will fit into the IV curve [4].  

2. Experimental Procedure

A grid-tied PV network, consisting of three thin-film systems of approximately 1kWp each, is installed

at the Outdoor Research Facility (ORF) situated at Nelson Mandela University. The three thin-film PV

arrays make use of copper indium diselenide (CIS), cadmium telluride (CdTe) and amorphous silicon

(a-Si) technologies respectively. An aerial image of the three PV arrays together with diagrams

illustrating how they are connected is shown in figure 1.

Figure 1. an Aerial 

image of the three thin-

film PV arrays, 

withtogether  a 

schematic of how they 

are connected. The 

peak output power of 

the arrays and the thin-

film material of each 

array are also included. 
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2.1.  Data Acquisition 

The plane of array irradiance (POA) was obtained from a CMP3 Kipp & Zonen pyranometer, located 

above the CIS array. The DC current/voltage and power as well as AC current/voltage and power 

together with the module temperatures of each array was monitored by using a custom build datalogger 

unit for each PV array [5]. The dataloggers are programmed to collect data from the sensors every 

second. After every 10 seconds, the data is averaged, and the averaged value is recorded in the database 

on the datalogger. Every 15 minutes the data from the datalogger is transferred to the computer via an 

ethernet cable. The software used for acquiring the data from the data loggers is LoggerNet. The data 

retrieved from the datalogger is stored on the PC in a text file for the selected time interval. Due to the 

data being in text format, it is not easy to manipulate or perform analysis. A custom-built LabVIEW 

program was used to process and examine the data in the text files. 

2.2.  I-V curve measurements. 

The I-V curves of the strings of the three arrays were taken on clear sunny days as close as possible to 

solar noon to minimise the uncertainty in the measurements. The first measurement is when they were 

installed or shortly thereafter to have the initial performance values of the arrays. The I-V curve 

measurements were obtained with the use of a Solmetric’s PV analyser and I-V Curve Tracer, the PVA-

1000S and the SolSensor 200 which measures the irradiance. The measured I-V curves were then 

corrected to Standard Test Conditions (STC), temperature of 25 ⁰C and irradiance of 1000 W/m2, 

according to the standard translation equations [6]. These equations consider the measured irradiance, 

temperature and uses the temperature coefficients specified by the manufacturer to obtain how the 

modules would have performed at STC. This is done so that I-V curves taken at different conditions 

could be compared to one another.  

3. Results

The results illustrated in this report for the PR of the arrays are for the period of November 2019 to

February 2020 and November 2020 to February 2021. The reason for the gap in between the results is

due to a technical fault resulting in no data collected for that period and this fault could only be fixed

after the first COVID-19 lockdown.

3.1.  Performance Ratios 

The monthly averaged performance ratios obtained for the three thin-film arrays for the period of 

November 2019 to February 2020 and November 2020 to February 2021 together with two of the array’s 

back of module temperature is showing in figure 2. 

Figure 2. Monthly 

average 

performance ratios 

of the three PV 

arrays together 

with two of the 

arrays back of 

module 

temperature. 

The Performance ratios obtained for the CIS and CdTe systems throughout the periods are 

comparable, in this first period the CdTe had a higher performance ratio but in the second period, the 
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performance ratios were almost the same. For the a-Si array on the other hand it was found that its 

performance ratio was much less, around the 70% mark. This is due to the modules in the a-Si array 

degrading as these modules have been in operation since 2018. One interesting trend observed with the 

performance ratio of the a-Si system is that as the back of module temperature increases so too does the 

performance ratio of the a-Si array. This is seen in both earlier and later measurements. The reason for 

this improvement in the performance ratio of the a-Si array is due to the thermal regeneration of the a-

Si material [7]. The CIS and CdTe array’s performance ratios decreased as the back of module 

temperatures increased, which is expected.  

3.2.  I-V Curves 

The I-V curves obtained for one string of each of the three arrays are showing in figures 3 to 5. Figure 

3 shows the I-V curves obtained for string 1 of the CIS array, figure 4 shows the I-V curves obtained 

for string 1 of the CdTe array and figure 5 shows the I-V curves obtained for string 2 of the a-Si array. 

The other strings of the various arrays show the same features as seen in these I-V curves. 

Figure 3. CIS string 1. Figure 4. CdTe string 1. 

Figure 5. a-Si 

string 2. 

The shape of the I-V curve for the CIS and CdTe strings is quite similar with regards to the knee of 

the curves. The shape of the I-V curve obtained for the a-Si strings differs quite significantly from those 

obtained for the other two arrays as it has a much “rounder” knee. These differences in the shape of the 

I-V curves can also be seen in the FF values for the strings of the three arrays. the CIS and CdTe strings

FFs are round about 0.70 but the a-Si strings FFs starts at 0.60 and decreases to 0.50 in the last

measurement. These FF values together with the Pmax and Vmp points measured for the strings of the
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three PV arrays are shown in figures 6 – 8. Figure 6 shows the values obtained for the 2 CIS strings; 

figure 7 for the 2 CdTe strings and figure 8 for the 3 a-Si strings. In these figures the dates are replaced 

by alphabetical letters to make the results more visible. The initial values measured for the strings in the 

3 arrays are labeled alphabetically, where “a” represents 2017-04-03, “b” represents 2017-05-17 and “c” 

represents 2018-03-12. The rest of the measurements for the 3 arrays were obtained on the same dates 

and these dates were 2019-12-05, 2020-03-04 and 2021-06-17 which are represented by the letters, “d”, 

“e” and “f”, respectively.  

(a) (b) (c) 

Figure 6. I-V curve parameters obtained for the 2 strings in the CIS array. 

(a) (b) (c) 

Figure 7. I-V curve parameters obtained for the 2 strings in the CdTe array. 

(a) (b) (c) 

Figure 8. I-V curve parameters obtained for the 3 strings in the a-Si array. 
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The Power values obtained for the two strings of the CIS array are consistent from the time of 

installation till the last measurement, with only minor variations which all fall within the ±5% 

uncertainty. What is interesting to note is that these two strings produced the same power values, even 

though they have different Vmp and Imp values. The FF of the two strings increased which is mainly due 

to the decrease in the Voc values of the strings.  

The decrease in the power values of the CdTe strings, from the first to the second measurement, is 

due to degradation as the period between these two measurements is 2.5 years. The reason for this 

degradation requires further investigation and will be looked at in future work. The power measurements 

decreased from the first measurement to the last measurement by 10% for string 1 and 7% for string 2. 

This decrease observed in the power values and the FF is mainly due to the decrease in the Vmp values. 

This decrease in voltage values of the CdTe strings was also observed in another study for a CdTe 

module [8]. 

The power of the a-Si strings decreased by 30% from the initial measurement to the last 

measurement, which is due to light-induced degradation. Furthermore, the power values increased by 

10% from 2019-12-05 (d) to 2020-03-04 (e), which confirms the thermal regeneration seen in the 

performance ratio of the a-Si array [7]. This regeneration is also seen in the increase of the Vmp for that 

period. 

4. Conclusion

The performance of three different thin-film PV technologies, situated at the outdoor research facility at

Nelson Mandela University, was investigated. It was found that the array consisting of  CdTe modules

had the overall best performance ratio, around 85%. The array consisting out of CIS modules had the

most consistent performance ratio and power measurements. The a-Si array performance ratio was the

lowest of the three arrays but showed an increase in performance over the summer period due to thermal

regeneration and this is confirmed by the increase in their power measurements in that period [7].

Comparing the results obtained here to that of a similar study done in Poland, with a similar operational

time frame of 4 years, it was found that out of the thin-film materials the copper indium gallium selenide

(CIGS) had the highest PR which was followed by the a-Si, which in the summer had similar PRs seen

in the current study and the CdTe had the lowest PR of 42% [2]. In that study the CdTe modules have

degraded. In the current study the a-Si modules have degraded and lost 30% of its rated peak power.

Indicating that the operational lifetime of the a-Si modules is much less than that of the other two thin-

film module types.
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Abstract. The study is based on the temperature data of 2019 as collected from the USAid
Venda, one of the South African University Radiometric Network (SAURAN) stations in
Vuwani, Limpopo Province. The temperature-based Hargreaves-Samani (H − S) empirical
model has been used to estimate the global solar radiation in order to forecast the potential
solar output. The statistical parameters used for the analysis showed strong correlation between
the observed and estimated solar radiation data, giving a RMSE value of 1.84 W.m−2, a MBE
value of 1.39 W.m−2, a MPE value of 1.29 W.m−2 and a R2 statistics value of 0.84. The
strong correlation validated the H −S model as a reliable input for solar power output models.
The annual average power output predicted by the two models were 51 W and 57 W based
on the use of a 255-W solar panel. The efficiencies of the models agreed well with that using
standard testing condition which is about 20 % of the input values of solar radiation values.
The study has proven that the solar power output predictions can be conducted in areas with
limited weather data for long- to short-term PV power output forecast to assist in the design
of power generation system irrespective of the power of the PV and location where it is to be
implemented.

1. Introduction
An electric power-system capable of meeting a prescribed demand requires a high level of
prediction accuracy in the planning stage. The accurate estimation of photovoltaic (PV )
power output based on the weather information of the local area of the solar panel installation
is crucial in many applications. The PV -effect is an electrochemical process that generates
voltage or electric current in a photovoltaic cell when exposed to sunlight [1]. The PV power
output prediction depends on meteorological variables such as solar radiation, temperature,
rainfall, wind speed and relative humidity at the specific site [2]. Global solar radiation (H)
is an important input for estimating power output, (PPV ) from the PV panel. Relevant
instrumentation to measure these parameters such as a pyranometer should be installed, but
due to its high cost and scarcity [3], estimation of values become necessary. In such cases local
temperature values can be used for estimation by eploying mathematical models as an alternative
to measurements [4].

The chosen temperature-based empirical model used for this study was the Hargreaves-
Samani (H−S) Model. It has an advantage of being effective in areas where the weather data is
not available, but temperatures are [5]. The estimated radiation data is validated by comparing
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with observed values for the year 2019 at the USAid Venda Station located at Vuwani (Latitude
of -23.13100052 and Longitude of 30.42399979) which is one of the South African Universities
Radiometric Network (SAURAN) stations. SAURAN is a network of stations located across
the Southern African region including South Africa, Namibia, Botwsana and Reunion Island
that provide ground-based solar radiometric data [6]. The estimated H was used to predict
the potential power to be generated by the solar panel that has been installed at the station.
Forecasting of the H is the first and most essential step in most PV power predictive systems.
Numerous PV solar power forecasting methods including the physical models based on numerical
weather prediction and satellite images have been reported in the literature [5].

In the current study, two global solar radiation-based PV power output generation models
Skoplaki et al. and Ramli et al. were used to determine the power output were from the panels
installed on site. The performance of the two models was determined by using the calculated
solar radiation from equation (1) and the manufacturer’s dataset of a 255-W polycrystalline
silicon PV panel from the 5kW array on site. Modelling PV power output accurately is
hampered by the difficulty of estimating the solar irradiance, especially when influenced by cloud
cover. Output power depends also on parameters, such as the PV technology used, module
temperature and panel shading as a function of sun angle, among others. The performance
of these models was checked for the panel under standard testing (STC) conditions and then
under the local weather conditions. A notable advantage of this approach is that it uses only
weather variables that are easily obtainable [6]. Furthermore, the correlation between different
meteorological data for different sites or locations and power output at any time including the
future period was well demonstrated [7]. This paper lays a foundation short- to long-term
forecasting of PV power output and the sizing of the system in the design phase which is
adaptable to any location with limited weather data information, as well as determining the
suitable panels for the site.

2. Methodology
2.1. Weather information
Figure 1 is a graphical presentation of the daily minimum, maximum and average temperature
values observed at the USAid Venda SAURAN Station for a period of one year in 2019. The
average monthly temperature values were used to estimate solar radiation by employing an
empirical temperature-based equation.

2.2. Temperature-based estimation of solar radiation (Hargreaves-Samani Model)
The average monthly temperature values that were measured at research site in 2019 were used
as input in equation (1) to estimate the global solar irradiance (Hc). The H − S model uses
a simple equation for estimating solar radiation (Hc); it requires only maximum and minimum
temperatures (Tmin and Tmax) at the research site in Vuwani, and is given by [7]:

Hc = krH0

√
∆T (1)

where kr is an empirical constant of 0.16 for inland region [5]. The average daily extra-
terrestrial irradiance Ho (W.m−2) is estimated using equation (2) [8]:

H0 =
1440

π
HscDf (cosφ cos δ sinωs + ωs sinφ sin δ) (2)

where Hsc is the solar constant (1367 W.m−2) [9], φ is latitude of location being considered
(deg), δs is the solar declination for the month (deg), and ωs is the mean sunrise hour angle for
a given month (deg). Df is the eccentricity correction factor of the earth’s orbit on the nth day
of the year (Julian days from 1 January to 31 December) [10]. The expressions for Df , δs and
ωs are given by equations (3) - (5) below:
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Figure 1. The observed daily temperature at Vuwani in 2019.

Df = 1 + 0.033 cos

[
2π

(
n

365

)]
(3)

δs =
23.45π

180
sin

[
2π

(
284 +

n

365

)]
(4)

ωs = cos−1 (− tanφ tan δ) (5)

2.3. PV power output forecast models
The average monthly solar radiation estimated by means of empirical model in equation (1)
were used as inputs to determine the performance of two solar power output models given
in equations (6) and (8) [10] as Skoplaki Model (PPV,model1) and Ramli Model (PPV,model2),
respectively. Both models include the effects of radiation levels and panel temperature on the
solar output power. In addition to radiation and temperature, the PPV,model1 considers solar cell
properties such as efficiency, temperature coefficient of maximum power, transmittance of the
cover system and absorption coefficient of the cell [11], while PPV,model2 relies on the theoretical
short-circuit current and open-circuit voltage parameters [12] to determine PV power output.

PPV = HcτηA [1− βref (Tc − Tref )] (6)

where τ , η, βref and A respectively are the transmittance of the PV cell’s outside layer, the
module’s electrical efficiency (0.16) at the reference temperature Tref (25 ◦C) and HT reference
irradiance at STC (1000 W.m−2), the temperature coefficient (0.0045 %/◦C) and the surface
area of the solar panel (1.61 m2). Tc is the cell temperature given by equation (7) [8]:

Tc = Ta +

[ ]
TNOCT − 20

800
HT (7)

equation (8) defines the current-voltage relationship based on PV panel’s electrical
characteristics [10]:

PPV = VmppImpp (8)
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(
Hc
HT

)
+ µI,SC(Tc −where Vmpp = Vmpp,ref + µV,OC(Tc − Tc,ref ) and Impp = Impp,ref + ISC,ref

Tc,ref ).
The performance of a PV panel is based on ideal conditions or a controlled environment,

which is not the case for real outdoor conditions [12]. The two power generation models
were used for determining the correlation of maximum power with the dataset provided by
the manufacturer of the selected PV panel at STC. The electric power output calculated with
the help of each model was used to choose the best model for this study.

2.4. Statistical metrics for H-S model
The estimated solar radiation values using the H − S model were compared with the observed
values [13]. The coefficient of determination R2, root mean square error (RMSE), mean bias
error (MBE) and mean percentage error (MPE) in equations (9) to (12), were used to analyse
the accuracy of the estimated values produced [14]. The metrics are:

R2 = 1−
∑

(Hoi −Hci)
2∑(

Hoi − H̄o
)2 (9)

RMSE =
n∑

n=1

√
(Hci −Hoi)

2

n
(10)

MBE =
1

n

n∑
n=1

(Hci −Hoi)
2 (11)

MPE =
1

n

n∑
n=1

|Hci −Hoi|
Hoi

(12)

In the above relations, the subscript i refers to the ith value of the solar irradiation and n
is the number of the solar irradiation data. The subscripts c and o refer to the calculated and
observed global solar irradiation values, respectively.

3. Results and discussion
3.1. Monthly irradiance and power output data
Figure 2 represents the estimated monthly average solar irradiance based on the calculation
using the H − S Model and the observed data at the USAid Venda SAURAN Station for
2019. The annual average solar radiation values from the H − S Model and the observation
were 222 W.m−2 and 211 W.m−2, respectively. The good correlation between the measured
and calculated solar irradiance correspond to the calculated values from eauations (10) to (12)
giving values forRMSE equal to 1.84, MAE value of 1.39, MBE value of 1.29 and R2 statistical
correlation value of 0.84, which agreed with corresponding findings by other researchers [15]:
MBE ≤ MAE ≤ RMSE. Therefore, the H −S model is suitable for estimating the irradiance
due to its good fit to the measured data [12].

Solar irradiance can be difficult to model, due to cloud cover and other meteorological effects.
The overestimation by equation (1) of solar radiation in October shows the 24 % deviation
from the measured data due to about 13 rainy days at Vuwani. The deviation in October
demonstrates the limitations of the model under cloudy, rainy days, and wind speed as the
temperature hovered around 30°C, 50.94 mm of rain and approximately 13 rainy days in the
month with humidity of 57%. Therefore, other empirical models based on sunshine hour, relative
humidity and atmospheric pressure need to be explored in the future studies.
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Figure 2. Estimated and observed inter-monthly global solar radiation at Vuwani for 2019.

3.2. Predicted PV power output
The results in figure 3 show that PPV,model2 in equation (8) overestimated power output from
the PV panel by 10 % as compared to PPV,model1 in equation (6). It is also noted that the
calculated annual average solar power output values for the two models are about 22 % compared
to the manufacturer’s supplied maximum power values of the solar panel in datasheet at STC
conditions. This trend was consistent with that of measured solar radiation on site against the
reference solar irradiance of 1000 W.m−2.

Figure 3. Monthly average power output forecasted at Vuwani for 2019 by the two models
using the estimated solar radiation.
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4. Conclusion
The performance of H − S model for estimating Hc has been compared with observed data
at Vuwani. Results suggest that the empirical model in equation (1) provides acceptable Hc

estimation at any location. Accurate estimation of Hc is important for various applications
including PV power forecasting during the design and sizing of a power generation system. This
work aimed at examining the capability of empirical models in forecasting PV power output in
areas with no other weather data except temperatures. The average measured Ho, 211 W.m−2:
ranged from 160 to 260 W.m−2 while the empirical model gave an average Hc: 221 W.m−2 with
values ranging from 162 to 264 W.m−2. The two PV power models PPV,model1 and PPV,model2

predicted average annual power outputs, respectively of 51 and 57 W, hence about 22 % of
the maximum power output of the panel at STC. This performance was found to be consistent
with the local solar radiation observed at Vuwani, which was about 21 % of the reference solar
radiation of 1000 W.m−2.
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Abstract.  In this paper, a combined solar cooker with a Sunflower oil storage tank is presented. 

The solar cooker consists of a 1.8 m parabolic dish that has an oil circulating copper spiral coil 

receiver embedded at the bottom of a metallic cooking plate. During sunny periods, cooking and 

charging of the storage tank take place. 1 L of water is heated up in a cooking pot that is placed 

on the cooking plate when solar radiation is focused on it, while oil circulating through a spiral 

coil receiver charges the storage tank.  The receiver is connected to a 50 L Sunflower oil storage 

tank that is used to store heat during charging. A DC pump is used to circulate the oil during 

charging and discharging. Sunflower oil is the heat transfer fluid during the cooking /charging 

experiments. Storage tank temperatures above 100 oC are achieved in the storage tank. During 

the discharging cycle, the dish is defocused from the sun, and the pump is reversed to extract 

heat from the storage tank. 1.0 L of water is heated up with the stored heat, however, heat transfer 

is poor with the heated water only achieving temperatures just above 40 oC. Preliminary 

experiments are presented, and the charging process is seen to be more efficient than the 

discharging process with the charging pump reversed. The average charging and discharging 

efficiencies are found to be 18 % and 14 %, respectively. The system can be used to cook food 

as well as provide heat for indirect cooking using insulated bag slow cookers. However, cooking 

food directly on the cooking plate using the reverse discharging process is not efficient, and heat 

transfer should be enhanced to make the process more efficient and viable. 

Keywords: Combined solar cooker; Thermal energy storage; Parabolic dish; Sunflower oil 

1. Introduction

Disadvantaged communities and rural areas depend on polluting energy sources such as coal, wood,

cow dung and agricultural waste for cooking. Utilizing these harmful energy sources daily increases the

chances of health risks, negative environmental impacts, and disrupting the nutritional value of food

[1]. To prevent these negative impacts, solar cookers that are affordable and user friendly must be

introduced and be promoted to disadvantaged communities that have abundant access to solar energy.

Solar cookers are suitable devices that can cook food by converting solar energy to heat energy. They

can be used for pasteurization and sterilisation of food. Researchers, scientists and engineers have done

extensive work on improving solar cooking systems in recent years [2-13]. Solar cooking is becoming

a potential cooking option for disadvantaged communities and rural areas that cannot afford and access

traditional cooking methods such as electricity or gas [14-16].
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` The advantages of solar cookers are that they have no running costs, they produce nutritious 

food, they emit no greenhouse gases, and most of them can be homemade (e.g. box solar cookers). 

There are three common types of solar cookers which are; (1) concentrating solar cookers, (2) box solar 

cookers, and (3) panel solar cookers. An appealing solar cooker must be user friendly, locally available 

at an affordable price, and must be able to reach high cooking temperatures in a short period of time. 

Concentrating solar cookers are appealing because they cook faster, reach higher cooking temperatures 

and can cook multiple individual meals rapidly as compared to other types of solar cookers [17]. The 

disadvantage of solar cookers is that they cannot be operated during off-shine periods (e.g. cloudy 

periods). In order to address this shortcoming, solar cookers must be integrated with thermal energy 

storage (TES) materials. An ideal thermal energy storage material must be readily available, easy to 

access and cheap. Sunflower oil is widely used in South Africa for a variety of cooking methods such 

as frying fast foods like chips. It is locally available in commercial stores, and it is manufactured in 

South Africa. Although it is mostly utilized for cooking purposes, it can also be used as thermal energy 

storage (TES) material [18-21]. 

Limited research has been done on the combination of a concentrating solar cooker and a TES 

system for the dual purpose of cooking and storing energy [2, 7, 22, 23]. In an attempt to understand 

the thermal performance of a concentrating solar cooker combined with a TES system, an experimental 

evaluation of a parabolic dish solar cooker combined with a Sunflower oil storage system is presented 

in this paper. The novelty of the study is that the concentrating solar cooker coupled with a TES system 

can cook and store energy simultaneously which is a different design to the other cookers with storage 

whereby thermal energy has to be stored first before cooking. The stored heat can be used to cook food 

and other domestic applications during off-shine periods. Combined solar cookers with storage are an 

important innovation to mitigate greenhouse gas emissions generated by the use of fossil fuels used for 

cooking in developing countries. 

2. Experimental setup and procedure

Figure 1 shows a laboratory experimental setup of a solar parabolic dish cooker combined with a TES

system. (1) An insulated 50-L cylindrical stainless steel storage tank was filled with Sunflower oil. K-

type thermocouples with accuracy of ± 2.2 𝑜C were fitted at five different axial positions from the top

to the bottom of the storage tank. (2) A DC pump was connected to the outlet of the storage tank and

was used to circulate Sunflower oil from the bottom of the storage tank to the receiver and back to the

top of the storage tank

Figure 1: Experimental setup of a solar parabolic dish cooker combined with a TES system. (1) 

Storage tank, (2) DC pump, (3) Flow meter, (4) Receiver, (5) Solar parabolic dish cooker and (6) 

Cooking pot.  
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The flow rate of the Sunflower oil was measured with a pulse-type positive displacement flow 

meter (3) with an accuracy of ±1 %. The inlet and outlet pipes of the receiver (4) were coupled with 

thermocouples to measure the inlet and outlet receiver temperatures.  The receiver which was a copper 

spiral coil was placed at the focal region of the solar parabolic dish (SK-14) cooker (5) to allow the heat 

transfer fluid to be heated thus charging the storage tank. A black cooking pot (6) filled with different 

test loads (water and sunflower oil of different masses) was placed on top of the receiver during 

experimental periods. 

       (a)  (b) 

(c) 

Figure 2: (a) Magnified photographs of the receiver, the (b) storage tank and, (c) schematic 

diagram of the experimental setup. 

Figure 2 shows magnified photographs of the receiver, the storage tank and schematic diagram 

of the experimental setup. The receiver was composed of a black painted flat stainless steel plate, and 

a copper spiral coil which was connected with the inlet and outlet pipes to the storage tank. The diameter 

of the cooking plate was 0.310 m. The receiver was placed at the focal region of the solar parabolic dish 

cooker and solar radiation was reflected to it as shown in fig. 2 (a). During experiments, Sunflower oil 

flowed from the bottom of the storage to the inlet pipe of the receiver which was integrated with a 

thermocouple. Heat was absorbed from the spiral coil by Sunflower oil, and exited through the outlet 
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pipe to the top of the storage tank thus charging the storage tank. The storage tank was a cylindrical 

stainless steel fitted with 5 thermocouples (TA-TE) to measure the axial thermal distribution (fig. 2(b and 

c)). The storage tank had a diameter of 0.405 m and a height of 0.425 m. Thermocouples were placed 

at axial distances of 0.083 m (TA), 0.150 m (TB), 0.220 m (TC), 0285 m (TD), and 0.355 m (TE), 

respectively from the top of the storage tank. The outlet pipe of the tank was connected to a DC pump, 

and the inlet was connected to the receiver. The insulation of the storage tank was glass wool fitted 

between the inner vessel and the outer vessel of the storage tank. When conducting experiments, 50 L 

of Sunflower oil was filled to a level just above the top thermocouple (TA). 

3. Thermal analysis

The receiver power from the circulating oil in receiver coil to the storage tank is calculated as: 

𝑃𝑟 = 𝜌𝑎𝑣𝑐𝑎𝑣�̇�(𝑇𝑅𝑜𝑢𝑡 − 𝑇𝑅𝑖𝑛)   (1) 

,where 𝜌𝑎𝑣 is the average density, 𝐶𝑎𝑣 is the average specific capacity, �̇� is the flowrate of the oil during

the circulating period, 𝑇𝑅𝑜𝑢𝑡 is the outlet of the receiver and 𝑇𝑅𝑖𝑛 is the inlet of the receiver. The average

density is calculated as:  

  (2) 𝜌𝑎𝑣 = 932.37 − 0.66𝑇
, and the average specific capacity is:  

𝑐𝑎𝑣 = 2115 + 3.13𝑇.   (3)  

The charging efficiency is calculated by the ratio of the receiver power to the solar collecting power, 

and it is expressed as:  
𝑉

𝜂𝑐ℎ =
𝜌𝑎𝑣𝑐𝑎𝑣 ̇ (𝑇𝑅𝑜𝑢𝑡−𝑇𝑅𝑖𝑛)

𝐴𝑎𝑝𝐺
(4) 

, where the aperture area of the parabolic dish is  𝐴𝑎𝑝, and G is the direct solar radiation that falls on

the parabolic dish collector (SK-14). The discharging efficiency can be calculated from the ratio of 

total energy discharged to the total energy stored from the initial (ti) to the final time (tf), and this is 

expressed as: 

𝜂𝑑𝑖𝑠 =
∑ 𝜌𝑎𝑣𝑐𝑎𝑣�̇�(𝑇𝑅𝑜𝑢𝑡−𝑇𝑅𝑖𝑛)𝑑𝑡(𝑑𝑖𝑠)

𝑡𝑓
𝑡𝑖

∑ 𝜌𝑎𝑣𝑐𝑎𝑣�̇�(𝑇𝑅𝑜𝑢𝑡−𝑇𝑅𝑖𝑛)𝑑𝑡(𝑐ℎ)
𝑡𝑓
𝑡𝑖

.  (5) 

4. Results and discussion

Figure 3 shows the solar radiation, temperature profiles of the receiver, and storage tank temperatures

on 17 May 2021 using 1.0 L of water as the load at a flow rate of 2 ml/s.  The solar radiation (fig. 3(a))

during the solar cooking period (11:00-14:00 h) is seen to be around 840 W/m2 for the duration of the

experiment except for brief cloudy periods around 13: 00 h, 13:15 h and 13:45 h., respectively. The

inlet and outlet (TRout, TRin) temperatures (fig. 3(b)) of the receiver fluctuate up and down during the

solar cooking period due to manual tracking of the receiver. TRout achieves maximum temperatures close

to 160 oC, and TRin achieves maximum temperatures close to 70 oC during the solar cooking period.

The temperature of the water in the pot reaches a maximum stagnation temperature of around 75 oC

from about 12:30 h- 14:00 h during the solar cooking period thus supporting the idea of dual solar

cooking and storage of thermal energy. The surface temperature at the cooking plate shows lower

temperatures than the receiver outlet temperature since heat is being extracted by the fluid to charge the

storage tank. Fig 3 (c) shows that the top of the storage tank (TA) achieves maximum temperatures

above 120 oC during the solar cooking period with the bottom (TE) achieving a maximum temperature

close to 80 oC. A clear stratified distribution of the thermal profiles in the storage tank is seen during

charging.
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Figure 3: (a) Direct solar radiation, (b) temperature profiles of the receiver, and (c) temperature 

profiles of the storage tank using 1 kg of water as the test load performed on 17 May 2021 using 

a flow-rate of 2 ml/s. 
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During the storage cooking, the stored heat in the tank (fig. 3(c)) is used to heat up 1 L of water 

by reversing the direction of the pump and defocusing the solar receiver from the sun. During the 3 h 

discharging period, the maximum temperature achieved by water in a pot is around 41 oC at 16:00 which 

is not sufficient to cook food but enough to warm food. This is because of the long flow pipes which 

induced heat losses during discharging since the same charging loop was used for discharging. 

Introducing shorter discharging loop pipes will definitely improve the heat transfer rate during 

discharging. Another improvement will be an optimized receiver to extract and discharge heat 

efficiently. However, the stored heat can be used indirectly to cook food using slow insulated 

wonderbag cookers as recently reported in [3]. The storage tank temperature (fig. 3(c)) drops from 

around 120 oC at the top of the storage tank (TA) to around 70 oC during the discharging the 3 h 

discharging period. On the other hand, the bottom storage tank temperature drops from around 80 oC to 

35 oC at the end of the discharging period. As already mentioned, this discharging process can be 

optimized to improve the thermal performance.  

Table 1 shows a summary of receiver energy efficiencies on different days (17 and 18 May 

2021) using a water heating load of 1 kg. During the charging cycle, the average charging efficiencies 

were approximately 18 % and 17 %, which represents an average receiver power of around 367 W at a 

collector power of around 2100 W. This lower receiver power is excepted since some of the solar energy 

heats up water used for cooking. This is evidence that receiver can harness energy that can cook light 

meals such rice, noodles and chicken. During the discharging cycle, the average discharging efficiency 

was found to be 14 % and 13 %, respectively, indicating poor heat transfer from the storage tank during 

discharging possibly due to the long connecting pipes. This shows that during the discharging cycle, 

the stored heat was not suitable for cooking purposes but the stored heat can be used indirectly in storage 

cooking pots as reported in [3]. Although the performance during discharging is unsatisfactorily, heat 

transfer mechanisms can be employed to make it more economically viable such it can be scaled up to 

cook food for at least 10 people. In addition to this, future work intends to replace Sunflower oil with 

water so that the system can cook as well as provide hot water for a variety of domestic applications 

such as bathing, cooking and washing dishes. 

Table 1. A comparison of receiver charging and discharging efficiencies on different days using 

1.0 kg of water 

Date                  Average charging efficiency (%)     Average discharging efficiency (%) 

17 May 2021    18 

18 May 2021    17 

14 

13 

5. Conclusion

A combined solar cooker with a Sunflower oil storage tank was investigated experimentally. The solar

cooker consisted of a 1.8 m parabolic dish that had an oil circulating copper spiral coil receiver

embedded to a metallic cooking plate to charge a 50 L Sunflower oil storage tank. During charging, 1.0

L of water was heated up to around 75 oC in a cooking pot with storage tank temperatures above 100
oC being achieved. During discharging, the heat transfer was poor with the heated water only achieving

temperatures just above 40 oC. Preliminary experiments showed that the charging process was more

efficient than the discharging process with the charging pump reversed. The system can be used to cook

food for a minimum of 3 people in the solar cooking period as well as provide heat for indirect cooking

using insulated bag slow cookers. However, cooking food directly on the cooking plate using the reverse

discharging process was not efficient, and heat transfer should be enhanced to make the process more

efficient and viable.
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Abstract. We investigate the behaviour of the relic density for a heavy dark matter model
with a dimension-five operator added to the theory. The model features a top-philic dark matter
candidate and heavy fermionic mediator which interact via a Yukawa-type term, and which in
mass-degenerate set-ups results in coannihilation effects on the relic density. We present a semi-
analytical fit to the relic density, modelling the interplay between the dimension-five contact
term and Yukawa-type contribution, and showing that coannihilation effects should not be
neglected in a naive fit. Additionally, we motivate the use of a semi-analytic fit in place of
computer-intensive simulations, showing that the functional form is able to predict parameters
producing the correct relic density.

1. Introduction
The dark matter puzzle is one of the foremost questions in particle physics today, and one
which forms a significant part of many experimental programs. It has been well established that
about 25 % of the energy in the universe is taken up by dark matter [1], so-named for its non-
interaction with light [2], but its nature remains unknown. If it is a particle, it does not form part
of the Standard Model (SM). Physics programmes designed to detect it include astrophysical
attempts using indirect and direct detection, and experiments at colliders such as the Large
Hadron Collider at CERN. None of these efforts have yet yielded conclusive discoveries.

In the following, we investigate the phenomenology of a heavy scalar dark matter candidate
S which is top-philic and couples to the SM via a heavy fermionic mediator, T , via a t-channel
interaction. The new physics states S and T are both odd under a Z2 symmetry, and the masses
of both resonances are constrained to lie in the range 200 GeV ≤ mS , mT ≤ 3 TeV. The upper
limit is chosen to match the scale of a generic composite Higgs theory, which is expected to be
several TeV. We build upon a previous model studied in Refs. [3, 4], where it was shown that
the next-to-leading-order (NLO) contributions to the annihilation cross section should not be
neglected for heavy dark matter. Furthermore, it is a goal of this work to postulate that S and T
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arise as bound states in a composite Higgs model featuring underlying fermions, and to support
this we enforce that their masses lie within one order of magnitude. To further investigate this
avenue, we follow an effective theory approach and add to the existing model [3, 4] an additional
contact interaction SStt with an unknown O(1) coefficient. Such a dimension-five term is a
generic feature of a broad range of Beyond the Standard Model theories, including composite
Higgs models, arising from strong dynamics. Following Refs. [3, 4], we add to the SM the
minimal Lagrangian

L = iT̄D/T −mT T̄ T +
1

2
∂µS∂

µS − 1

2
m2
SS

2 +
[
ỹtST̄PRt+ h.c.

]
+
C

Λ
SStt̄, (1)

where mT is the mass of the mediator and mS is the mass of the dark matter candidate. The
dark matter interaction with the SM sector is achieved through the Yukawa-type operator with
coefficient ỹt and the dimension-five term with coefficient C/Λ. The parameter Λ indicates
the energy scale of the effective theory, such as the range of validity of compositeness. When
the masses of S and T are near to the compositeness scale, the validity of the EFT should be
treated with care. However, colliders such as the LHC probe scales of 1 TeV or less in typical
dark matter searches, implying these predictions may be safely trusted there.

A dark matter candidate S in the presence of mediator T with a small mass splitting between
the two leads to coannihilations becoming important in the calculation of the relic density. In this
case, the relic abundance of dark matter is not only controlled by the process σ(SS → SM SM),
but also by σ(ST → SM SM). The rate of annihilation of dark matter may then also be indirectly
impacted by annihilations of the mediator, σ(TT → SM SM).

The thermally averaged cross section 〈σv〉 may be non-relativistically expanded as

〈σv〉 ≈ a+ b〈v2〉+O(v4), (2)

with v the relative velocity between the two scattering dark matter candidates. The annihilation
rate features contributions from partial waves of the scattering amplitude, where the term a on
the right hand side of equation (2) corresponds to the velocity-independent s-wave term, and the
second represents the p-wave contribution, and scales with v2. In simple dark matter models,
the s-wave contribution to the annihilation cross section dominates, and higher partial waves
are minimal [5].

In a phenomenon dubbed the WIMP miracle, a weak-scale particle generically undergoes
thermal freeze-out within a few orders of magnitude of the correct cross section, making the
measured relic density ΩDMh

2 = 0.1186 ± 0.0020 [6] easily achievable. In the case without
coannihilations, the relic density of S, ΩDMh

2 [7], is the solution to the Boltzmann equation [7]

dn

dt
= −3Hn− 〈σeffv〉

(
n2 − n2

eq

)
, ΩDMh

2 ≈ 1.04× 109

MPl
√ xF

g∗(xF )

1

a+ 3b/xF
(3)

where H is the Hubble constant, the number density of S is given by n, the equilibrium number
density is indicated by neq, MPl is the Planck mass, g∗ the number of effectively massless
degrees of freedom, and x = mS/Tx, with Tx the freeze-out temperature. In the case at hand,
the NLO annihilation cross section for SS annihilation is a sum of tree level and virtual internal
bremsstrahlung contributions1 [4]

σvNLO ≈ σvqq̄ + σv
(0)
V IB, with 〈σv〉 = σvNLO + σvSStt. (4)

1 For the full expression of the NLO cross section, the interested reader is referred to Ref. [4], and for the
dimension-five cross section to Ref. [8].
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Figure 1. Relevant Feynman diagrams for the annihilation and co-annihilation (with T ) of S.

From equation (3), we use that ΩDMh
2 ∼ 1/〈σv〉 [9], solving for C/Λ yields

C

Λ
= f(mS ,mT , ỹT ) ≈ 1√

A(mS)

√
b′(xF , g∗(xF ))−B(mS ,mT ) ỹt

4, (5)

with2

A(mS) =
Λ2〈σv〉SStt

C2

Nc

4π

(
= 1− mt

2

m2
S

)3/2
σvqq̄ + σv

(0)
V IB

ỹ4
t

,

b′(xF , g∗(xF )) =
(
7.2× 10−10 GeV−2

)
g∗(xF )

, B(mS ,mT ) =

√ xF
,

(6)

where mt is the mass of the top quark, and b′(xF , g∗(xF )) is fitted from the numerical result.
Here, A(mS) and B(mS ,mT ) are obtained by factorising the coefficients from each of the relevant
cross sections, so as to use those coefficients as variables for the fit.

2. Considering coannihilations
The canonical calculation of dark matter relic density must, however, be modified when
coannihilations with another relatively mass-degenerate state are possible. This is highlighted
in figure 1, where diagrams (a) through (e) illustrate the SS annihilation channels, diagram (f)
presents an example coannihilation channel. In the following, we present the steps for including
such features in the calculation of the relic density, before presenting the fit.

Consider the case at hand, where mS < mT . The abundance of S is determined by a set of
Boltzmann equations [10]

dn

dt
= −3Hn− 〈σijv〉(n2 − n2

eq), (7)

which is of the same form as the Boltzmann equation for the single particle annihilation. It
can then be solved by the same techniques, through performing the annihilation integral after
solving for the freeze out temperature. More detail on this process is available in Ref. [10]. In
that case, the additional state (here, the mediator T ), can effect the annihilation cross section.
In the general case, the effective thermally averaged cross section due to coannihilations is given
by [10]

σeff (x) =

N∑
ij

σij
gigj
g2
eff

(1 + ri)
3/2(1 + rj)

3/2exp(−x(ri + rj)),

geff (x) =
N∑
i=1

gi(1 + ri)
3/2exp(−x ri), with ri =

mi

mS
− 1,

(8)

2 For the full expression of B(mS ,mT ) and further details of the calculation, the interested reader is referred to
Ref. [8].
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Figure 2. The shift due to coannihilations for mS = 829 GeV, with mass ratios r = 0.26, r =
0.42, r = 0.86, and r = 1.01 for plots (a− d). All points yield the correct relic density.

recalling that x = mS/Tx. Here, σij ≡ σ(χiχj → SM) for states χi with gi internal degrees of
freedom. In this case, with only two states S = χi and T = χj relevant, the effective annihilation
cross section simplifies to

σeff (x) = σSS + σST
gSgT
g2
eff

(
mT

mS

)3/2

exp
(
− x r

)
, (9)

where σST ∝ ỹt
2. The form of equation (9) displays an exponential dependence attached to the

coannihilation-induced cross section. That is, for smaller values of r, we expect to observe a
larger modification to σSS (where x > 0 always). We now move to examining the semi-analytical
fit to the relic density, bearing these contributions in mind.

3. Semi-analytical fit
The dark matter relic density is simulated using the micrOMEGAS [11] framework, which
allows the user full control of the cross section and numerical calculation of the relic abundance,
and includes all relevant annihilation and coannihilation channels. The CalcHEP [12] model
file was generated using the FeynRules [13, 14]/CalcHEP interface [13]. In this work, we
have improved the estimation of 〈σv〉 by including the NLO form of the cross section within
the framework. The free parameters of the scan are varied with masses mS (mT ) ∈ [200 −
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3000(3500)] GeV, ỹt ∈ [10−4, 6], and C/Λ ∈ [10−3, 10−5] GeV−1. The masses are chosen to lie
above the top mass (avoiding threshold effects) and roughly below the envisioned compositeness
scale, which typically lies around 3 TeV. The justification for the Yukawa parameter bounds is
borrowed from previous investigations [3], where the upper limit is the limit of the perturbative
regime, and the lower limit ensures that MicrOmegas correctly handles co-annihilation effects.
Finally, to establish the bounds for the contact term coefficient, the values of C/Λ which take
over from the Yukawa term (ỹt ∼ 0) in producing the correct relic density were established, as
well as the largest value of C/Λ which does not modify the relic density due to the Yukawa term.

In studying the modification of the relic density behaviour for a benchmark at hand, we study
the behaviour in the ỹt−−C/Λ plane, using as benchmark data the numerical predictions from
the relic density simulations. In particular, as shown in figure 2 for mS = 829 GeV, we observe
that as expected the smaller r = mT /mS − 1 values deviate from the simple fit of equation (5).
The fit has been further detailed in Ref. [8], so here we will simply quote the result. The shift
relevant to a mass point (mS ,mT ) which influences the Yukawa-type parameter is found to
follow

s(mS ,mT ) =

{
0.4kr mS ≤ 1.2 TeV

0.7kr mS > 1.2 TeV
, (10)

where k(mS) is an unconstrained dimensionless parameter. The change in behaviour at roughly
1 TeV is motivated by the appearance of NLO effects at that energe regime, which is independant
of the value of Λ chosen. The value for k(mS) may be found via a fit to an exponential function

k(mS) =

{
(1.9× 10−4)

(
6.2× 108

)mS/Λ mS ≤ 1.2 TeV
, (11)

(3.0× 10−3)(1.8× 104)mS/Λ mS > 1.2 TeV

for Λ = 3.5 TeV, which yields the semi-analytic fit result

C

Λ
≈ f(mS ,mT , ỹt) =

1√
A(mS)

√
b′ −B(mS ,mT )

(
ỹt − α

[
βγ

m

Λ
S
]r)4

. (12)

The coefficient b′(xF , g∗(xF )) is determined by the fit as b′ = 6.0× 10−9± 0.2× 10−9 GeV−2.
Additionally, we find the remaining coefficients parametrising the fit to be (α, β, γ) = (0.4, 1.9×
10−4, 6.2× 108) for mS ≤ 1.2 TeV, and (α, β, γ) = (0.7, 3.0× 10−3, 1.8× 104) for mS > 1.2 TeV.
In particular, the parameter γ has been raised to a dimensionless ratio, where Λ = 3.5 TeV is
the maximum value for mT used in the scan. As mentioned above, Λ provides an indicative
effective scale, such as the limit of validity of the theory or the scale of compositeness.

4. Applying the shift
The fit to the relic density was performed to motivate its use over time-consuming and CPU-
heavy simulations. The function obtained in equation (12) offers an alternative to performing a
simulation of the relic density in this context, where the user may instead obtain the values of
the ỹt and C/Λ parameters which yield the correct relic density for a given benchmark. In order
to further motivate this, we apply the functional form (without fitting) to data points to check
the agreement. As displayed in figure 3, the functional form closely matches the behaviour of
the data, motivating the use of the fit in place of simulation.

In particular, we note good agreement at the ‘boundaries’ of the parameter space; for large
ỹt and small C/Λ (and vice versa) the functional form matches the data well. We observe
slight deviation from data in the regions where the interplay between the variables is strongest,
particularly for larger mS . This behaviour may be expected generally for t-channel dark matter
theories which feature coannihilations due to small mass gaps.
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Figure 3. A number of benchmarks with a common mass ratio, r = 0.72 are presented, where
the shift due to coannihilations is included. All points achieve the correct relic density.

5. Conclusion
This work has demonstrated that the relic density for a simple dark matter model may be
modelled through a simple semi-analytical fit, which takes into account coannihilation effects.
Additionally, we have motivated the possibility that a functional fit of this nature could
conceivably take over from an intensive computer simulation, and may be used to access the
parameters yielding the correct relic density for additional benchmarks or mass splittings.
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Abstract. The quasinormal modes (QNMs) of a black hole (BH) may be identified as a class
of damped, classical oscillations in spacetime, emergent as part of the late-stage response to a
perturbation of the BH. In a recent paper, we utilised the inverse multipolar expansion method
proposed by Dolan and Ottewill to investigate the quasinormal frequencies of 4D Schwarzschild,
Reissner-Nordström, and Schwarzschild de Sitter BHs within the eikonal limit for fields of spin
s = {0, 1/2, 1, 3/2, 2}. Here, we extend this method to the calculation of the radial component
of the QNM wavefunctions within the Schwarzschild BH spacetime for each of these fields,
investigating specifically the behaviour of these wavefunctions within the large-` regime.

1. Introduction
The regular detection of binary black hole (BH) mergers has provided us with a wealth of
data against which we may test our extant models of gravitational-waves (GWs) and their BH
sources [1]. The demonstrable consensus between GW data and modelling [2] validates our
understanding of BH mergers as three-phase events successfully described using (i) the post-
Newtonian approximation, (ii) numerical relativity, and (iii) BH perturbation theory. These
phases are, respectively, (i) inspiral, a long adiabatic stage as the orbit shrinks and GW emission
increases; (ii) merger, a violent coalescence of these compact bodies into a single BH such that
GW emission peaks; (iii) ringdown, where the final BH emits damped GWs as it relaxes into a
stationary state [3, 4].

The damped oscillations in spacetime from which ringdown is comprised are known as the
quasinormal modes (QNMs). Their corresponding quasinormal frequencies (QNFs) may be
decomposed into a real and imaginary part, where the former represents the physical oscillation
frequency and the latter is related to the decay timescale of the BH’s perturbation. Unlike
the oscillations within the inspiral and merger phases, the QNFs are independent of the initial
conditions; they depend exclusively on the characteristics of the final BH [5]. This, as well as
their relationship to gauge-gravity duality [6] and possibly even BH area quantisation [7], had
led to immense interest in QNFs within the field of BH physics and beyond.

However, the computation of BH QNFs is wrought with technical difficulty due to the
inherently dissipative nature of the BH system. This is a consequence of the boundary conditions
thereof: in BH spacetimes with a cosmological constant Λ ≥ 0, energy is irrevocably lost at the
BH event horizon and at spatial infinity (or at the cosmological horizon of the de Sitter (dS) cases
denoted by Λ > 0). As such, QNMs do not form a complete set in these contexts (see Ref. [8] for
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further discussion). Finally, QNMs may be shown to be non-normalisable in asymptotically-flat
and dS spacetimes (but can be normalisable in anti-de Sitter (AdS) spacetimes) [9].

To contend with these technical challenges, a number of methods have been developed
within the QNM literature (concisely reviewed in Refs. [5, 9]). As explained in Ref. [10], the
computational method applied to solve for QNFs must be chosen carefully such that the specifics
of the BH spacetime and wave equation dependencies are accommodated, for a certain approach
may fail under conditions where another proves more accurate. Here, we utilise a method derived
directly from the BH context: the inverse multipolar expansion method put forth by Dolan and
Ottewill in Ref. [11]. The “Dolan-Ottewill” method involves the introduction of a novel ansatz
for the QNM wave equation (described in section 2) constructed from the circular null geodesics
of a spherically-symmetric BH in non-AdS spacetime. The QNF can then be solved for through
an iterative process, and emerges as an expansion in inverse powers of the multipolar number
(`). Consequently, the method is explicitly useful in exploring large-` asymptotics [12].

In this work, we expand upon our paper, Ref. [13], by explaining the application of the Dolan-
Ottewill method in greater detail. We then demonstrate how the method can be extended to the
computation of QNM wavefunctions of spin s = {0, 1/2, 1, 3/2, 2} for the 4D Schwarzschild BH.
Finally, we impose the large-` limit on the wavefunctions and assess their behaviour therein.

2. QNM effective potentials in the 4D Schwarzschild BH spacetime
A non-rotating, spherically-symmetric, 4D BH may be described in its most general terms by

ds2 = gµνdx
µdxν = −f(r)dt2 + f(r)−1dr2 + r2

(
dθ2 + sin2 θdφ2

)
. (1)

The Schwarzschild metric function is given by f(r) = 1− rH/r, with the event horizon located
at rH = 2M (setting ~ = G = c = 1). To analyse the perturbation of such a BH, we may

decompose the spacetime into a background metric g
B

µν
G

and a small perturbing term hµν ,

g′µν = g
B

µν

G
+ hµν , hµν � g

B

µν

G
. (2)

We then solve the consequent system of linear differential equations that satisfy Einstein’s
vacuum field equations [14]. If we consider a scalar test field Φ as a perturbing field on this
linearised gravitational background, it may be shown that hµν and Φ decouple such that the
metric perturbations described by hµν can be set to zero (see Ref. [5] for details). With the
tortoise coordinate dx/dr = 1/f(r), we can isolate the radial behaviour of the QNM as

d2

Φ(x) +
[
ω2 − Veff (r)

]
Φ(x) = 0 , (3)

dx2

where ω represents the QNF. The effective QNM potentials associated with fields of integer spin
s within the Schwarzschild BH spacetime can be concisely expressed through

Veff (r) =
f(r)

r2

[
`(`+ 1) +

2M(1− s2)

r

]
, (4)

s =


0 , scalar perturbations ⇒ (1− s2) = 1

1 , electromagnetic perturbations ⇒ (1− s2) = 0

2 , gravitational perturbations: vector-mode ⇒ (1− s2) = −3 .

On the basis of the isospectrality of the spin-2 scalar- and vector-modes [15], here we shall
consider only the vector-modes. For half-integer fields, the QNM potentials can be cast as
isospectral supersymmetric partners through

Veff = ±f(r)
d

dr
W +W 2 , W =

√
f(r)

r
κz , (5)
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where the superpotential W is dependent on κ ≡ j+ 1/2, the spinor eigenvalue on the 2-sphere,
and

κz =

 κ , s = 1/2

κ
κ2 − 1

κ2 − f(r)

κ = `+ 1 , Dirac perturbations

, κ = `+ 2 , Rarita-Schwinger perturbations s = 3/2 .
(6)

respectively [19]. Note that there exists a distinction between the definition of κ: while j = `±1/2
for Dirac cases [16], j = ` ± 3/2 for Rarita-Schwinger fields [17, 18]. Here, as in Ref. [13], we
define the spinor eigenvalue on the 2-sphere in terms of ` (where ` is an integer).

3. The Dolan-Ottewill method: Schwarzschild QNFs
The primary objective of the multipolar expansion method is to express the QNF as a linear
expansion in inverse mutlipolar numbers,

ω =
∑
k=−1

ωkL
−k , L = `+ 1/2 , (7)

where each ωk of the summation is computed iteratively. The procedure begins by defining the
novel ansatz, ∫ x

(8)Φ(r) = eiωz(x)v(r) , z(x) = ρ(r)dx ,

where the ansatz must adhere to the non-AdS boundary conditions,

(9)f(r)→ 0 , bckc(r)→ −1 as x→ −∞ ,

f(r)/r2 → 0 , bckc(r)→ +1 as x→ +∞ . (10)

These convey the fact that the event horizon is encountered as x→ −∞ and an asymptotically-
flat region or cosmological horizon is approached as x → +∞. The ansatz may be substituted
into equation (3) to obtain

f(r)
d

dr

(
f(r)

dv

dr

)
+ 2iωρ(r)

dv

dr
+

[
iωf(r)

dρ

dr
+ (1− ρ(r)2) ω2 − V (r)

]
v(r) = 0 . (11)

Though not obvious by inspection, this equation is simpler to solve than equation (3) as it lends
itself with greater ease to the iterative procedure of Dolan and Ottewill.√mWe ay then define ρ = bckc(r). The ansatz therefore depends on the impact parameter
b = r/ f(r) and the newly-defined function k(r) = b−2−f(r)/r2, both of which are evaluated at
the critical orbit r = rc. This rc can be derived using the metric function, rc = 2f(r)/∂rf(r)|r=rc .
Finally, we may define the function v(r) as a further expansion in L−k, namely

v(r) = exp

{∑
k=0

Sk(r)L
−k
}
. (12)

For the Schwarzschild BH spac ime, where we opt to set M = 1, the components of the

ansatz are given by rc = 3 , bc =

et√
27, and thus ρ(r) = (1− 3/r) (1 + 6/r)1/2. We substitute)uthese into equation (11), in conj nctio with equations (7) and (12) expanded to our orderc(

of choice. Here, we select O L−6 . Lastly, we substitute the potential corresponding to our
perturbing field of interest.

The procedure then involves collecting powers of L, setting the coefficient to zero, and solving
for ωk and S′k(r) for monotonically increasing values of k. The process can become fairly
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Table 1: The inverse multipolar expansions for the effective QNFs of spin s at order O(L−k),
from Ref. [13]. Odd (even) values of k correspond to real (imaginary) expansion terms. While
the lowest-order terms remain constant for each field, we find that for each k ≥ 0, the magnitude
of the L−k coefficients increases with s. Note that for QNFs of half-integer spin, we parametrise
the multipolar number as L→ L̄ = κ, using the values of κ specified in equation (6).

s bc
∑6

k=−1 ωkL
−k

Perturbations of integer spin

0 L− 2
i + 7

216L −
137

7776L2 i+ 2615
1259712L3 + 590983

362797056L4 i− 42573661
39182082048L5 i

1 L− 2
i − 65

216L + 295
7776L2 i− 35617

1259712L3 + 3374791
362797056L4 i− 342889693

39182082048L5

+ 11084613257
8463329722368L6

+ 74076561065
8463329722368L6 i

2 L− 2
i − 281

216L + 1591
7776L2 i− 710185

1259712L3 + 92347783
362797056L4 i− 7827932509

39182082048L5 − 481407154423
8463329722368L6 i

Perturbations of half-integer spin

1/2 − 2
i − 11

216L̄
− 29

7776L̄2 i+ 1805
1259712L̄3 + 27223

362797056L̄4 i+ 23015171
39182082048L̄5 − 6431354863

8463329722368L̄6 i

3/2

L̄

L̄− 2
i − 155

216L̄
+ 835

7776L̄2 i− 214627
1259712L̄3 + 25750231

362797056L̄4 i− 2525971453
39182082048L̄5 + 292606736465

8463329722368L̄6 i

straightforward with the aid of the Coefficient and Solve functions within the Mathematica
environment. In this manner, we may compute the ωk terms of equation (7), evaluate them at
r = rc, and express the QNF through the L−k-dependent expansions provided in table 1. The
lowest order terms are as follows:

L2 : 27ω2
−1 − 1 = 0 ⇒ ω−1 = ± 1√

27
;

L1 : 2iω−1

(
1 +

6

r

)1/2(
1− 3

r

)
0S
′ +

54ω−1ω0

r2
+

27iω

r3

(
1 +

6

r

)−1/2
= 0

⇒ ω0 = − i

2
√

27

0⇒ S′ (r) =

√
27

r(r + 6)(r − 3)

[(
1 +

6

r

)1/2

−
√

27

r

]
.

Thus, for every ωk (k ≥ 0) of table 1, we solve also for a S′k(r) term. These latter expressions
are more complicated, and become undefined if r = rc is naively imposed. However, through
integrating the Sk(r) derivatives, we obtain the necessary terms to define v(r). We may then
substitute these various components of the ansatz into equation (8). The subsequent functions
are plotted in figure 1 for spin s = {1/2, 1, 3/2, 2}, to order O(L−6) for ` = 4.

Certain behaviours are consistent for all radial wavefunctions explored here, such as the
divergence at the boundaries and the shift of π/2 between real and imaginary components.
We observe, however, a decrease (an increase) in the amplitude for increasing s for integer
(half-integer) cases. Irrespective of the spin, an increase in ` corresponds to an increase in
the amplitude and a decrease in the wavelength of these radial profiles, as demonstrated in
figure 2. Furthermore, there is notable shifting from one wavefunction to the next, with Dirac
and gravitational wavefunctions shifted ahead of their Rarita-Schwinger and electromagnetic
counterparts.

Despite these features, it was noted in Ref. [11] that the radial profile does not offer much
in terms of physical insight. It is important to remember that our starting point of equation
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(b) Electromagnetic QNM with ` = 4.
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(c) Rarita-Schwinger QNM with ` = 4.
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Figure 1: The radial wavefunctions for QNMs of spin s = {1/2, 1, 3/2, 2} for Schwarzschild BHs
with ` = 4. Real and imaginary components are denoted by purple and orange, respectively.
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(a) Dirac QNM with ` = 10.
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Figure 2: The radial wavefunctions for QNMs of spin s = 1/2 for Schwarzschild BHs with ` = 10
and ` = 20. Real and imaginary components are denoted by purple and orange, respectively.

(3) represents the isolated radial behaviour. However, understanding the radial component is a
necessary first step into calculating the full waveform in any 4D Schwarzschild application.

4. Conclusions
The Dolan-Ottewill method is an efficient, economical method that allows for the computation
of QNFs to high orders in L−k with relative ease. As a physically-motived method, it is easy to
match the method with the appropriate context, and therefore avoid the limitations discussed
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in Ref. [10]. An especially interesting aspect of the method is its flexibility: here, we have
demonstrated the simple means by which it can be extended to the computation of radial
QNM wavefunctions; in Ref. [13], we explored the various non-rotating, spherically-symmetric
BH spacetimes to which the Dolan-Ottewill method may also be applied. Since focus in the
literature has been concentrated on the development of computational methods for QNFs [5, 9],
the Dolan-Ottewill method becomes especially valuable for its use in the calculation of the
relatively underexplored QNM wavefunctions.

Further extensions, however, are highly desirable viz. through an incorporation of temporal
and angular components into our assessment of the QNM wavefunction. Studies into physically
relevant aspects of the QNM contribution through the use of the Dolan-Ottewill method is
already underway: in Ref. [12], Dolan and Ottewill combined their expansion method with a
WKB analysis in order to compute the “QNM excitation coefficient” from the residues of the
poles in the Green function for the scalar field within the 4D Schwarzschild context. This aids
in the establishment of a more complete description for the QNM response in the wake of a
BH perturbation. To explore these computations beyond the scalar field and Schwarzschild BH
spacetime would be interesting.

Moreover, an investigation into the application of the Dolan-Ottewill method to higher-
dimensional BHs may be possible. This was demonstrated in Ref. [11], where Dolan and
Ottewill computed the lowest terms in the QNF expansion for the gravitational perturbations
of a d-dimensional Schwarzschild BH. Whether this can be extended to AdS BH spacetimes
remains an open question. Rotating BH spacetimes, however, may be accommodated. This was
suggested in Ref. [20], where an additional expansion was introduced via the angular eigenvalue.
We reserve exploration into these various avenues for future works.
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Abstract. Open quantum walks (OQWs) have been introduced as a type of quantum walk
that is entirely driven by the dissipative interaction with external environments and defined
as completely positive trace-preserving maps (CPTP) on graphs. In this work, we study the
continuous-time OQW master equation that simulates an OQW on Z+ in the quantum optical
setting. The physical system realizing this OQW is a two-level atom interacting with a quantized
mode of electromagnetic radiation at zero temperature in the dispersive regime. We solve this
OQW analytically using generating functions. We use the obtained solution for arbitrary initial
conditions to explicitly construct the moments of this quantum walk. As an example, the
dynamics of the observables (mean, variance) are presented for various parameters.

1. Introduction
Open quantum walks (OQWs) are a class of quantum walks (QWs) which are exclusively
based on the non-unitary dynamics induced by the interaction with an environment [1–3].
Mathematically, the non-unitary dynamics are described by the completely positive trace
preserving (CPTP) maps [4,5]. Unlike QWs where the probability of finding the walker results
from the quantum interference over the vertices of a graph [6–8], the OQW probability to find
the quantum walker on a particular node depends on the structure of the underlying graph, and
also on the inner state of the walker. In OQWs, the evolution of the walker is strictly driven by
the dissipative interaction with a local environment. As a new framework, it has been suggested
that OQWs can be used to perform dissipative quantum computation and to create complex
quantum states [9]. The detailed description of the formalism of OQWs can be found in [1–3].

Recently, a quantum optical scheme for the experimental realization of OQWs was
proposed [10]. In the proposed quantum optical scheme, a two-level atom plays the role of
the “walker” and the Fock states of the cavity mode correspond to the lattice sites of the OQW.
Using the small unitary rotations approach [11] the effective dynamics of this system was shown
to be an OQW. The presence of spontaneous emission in the system was an essential ingredient
for obtaining an OQW. Although this scheme leads to OQW, the dynamics of the walker
is not covering all possible behaviors, especially in comparison to the traditional microscopic
approaches [12].

The main motivation for performing the research presented in this paper is to solve
analytically the OQW master equation developed in [10], use the solution to construct the
moments of this quantum walk explicitly and derive the exact solution for the mean and the
variance.
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The paper is structured as follows: in Sec. 2 we introduce the model, with reference to [10];
Sec. 3 contains the analytical solution of the OQW master equation and discussions; finally, in
Sec. 4 we present the conclusion.

2. Model
As suggest by [10], we consider the following quantum optics set-up: a two-level atom (qubit)
interacting with a quantized mode of the electromagnetic radiation at zero temperature. The
qubit correspond to the “walker” and the Fock states of the cavity mode with the nodes of the
graph. The jumps between different nodes is associated with the action of the annihilation or
creation operator on a Fock state. In an experiment setting, there will be processes which lead
to dissipative losses. In our model, the only dissipative process considered is the spontaneous
emission. The master equation for the system has the following form [4,13](~ = 1):

d

dt
ρ̂(t) = −ı[Ĥint, ρ̂] + γL [σ̂−, σ̂+] ρ̂, (1)

X X X Xwhere L[ ˆ , Ŷ ]ρ̂ = ˆ ρ̂Ŷ − (1/2)(ρ̂Ŷ ˆ + Ŷ ˆ ρ̂) is the standard Gorini-Kossakowski-Sudarshan-
Lindblad (GKSL) dissipator [14, 15]. The interaction Hamiltonian [16] for the model in the
rotation wave approximation (RWA) can be written as

Ĥint = ∆â†â+ g(âσ̂+ + â†σ̂−). (2)

Here ∆ denotes the frequency detuning between the qubit and the field, g is their interaction
strength, σ̂± are the Pauli raising and the lowering operators for the qubit, satisfying [σ̂+, σ̂−] =
σ̂z. The operators â† and â are the creation and annihilation operators for the cavity photons.
The constant γ is the coefficient of spontaneous emission. With this experimental setting and
moving the system into the dispersive regime ( g � 1) one can physically implement an OQW.∆∑atiBy applying the small unitary rot ons method [11] to the quantum optical master equation (1),
then apply the RWA, using ρ̂ = n ρ̂n ⊗ |n〉〈n|, one can obtain the following continuous-time
OQW master equation (see [10] for the full derivation)

d

dt
ρ̂n(t) = ı

g2

∆

[
nσ̂z +

σ̂z
2

+
1

2
, ρ̂n

]
+ γ

(
1− 2g2

∆2
(2n+ 1)

)
L [σ̂−, σ̂+] ρ̂n

+
γg2

∆2

(
(n+ 1) σ̂zρn+1σ̂z − nρ̂n

)
, (3)

where |n〉 is the Fock state of the cavity mode and ρ̂n is the positive operator describing the state
of the two-level system. In the next section, we solve this OQW master equation (3) analytically
using generating functions.

3. Derivation of moments
In this section we derive the exact expression for the observables, the mean and the variance.
The OQW master equation (3) can be written as

Ṗn(t) =
γg2

∆2
((n+ 1)Pn+1 − Pn),

Ẋn(t) =
g2

∆
(2n+ 1)Yn −

An
2
Xn −

γg2

∆2
((n+ 1)Xn+1 + nXn) ,

Ẏn(t) = −g
2

(2n+ 1)Xn −
An
2
Yn −

γg2

∆2
((n+ 1)Yn+1 + nYn) ,

Ż

∆

n(t) = −An(Pn + Zn) +
γg2

∆2
((n+ 1)Zn+1 − nZn) , (4)
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where An = γ
(

1− 2g
2

2

∆
(2n+ 1)

)
and the index n runs from 0 to ∞. The functions Pn, ..., Zn

are defined as Pn(t) = Tr[ρ̂n(t)] and Kn(t) = Tr[σ̂K ρ̂n(t)] i.e., Kn ∈ (Xn, Yn, Zn) (σ̂K is the
corresponding Pauli matrix). Using this system of differential equations (4), one can easily
obtain a corresponding system of differential equations for Ps, Xs, Ys and Zs from the generating∑∞

n=0function Ks(x, t) = xnKn(t),

∂Ps
∂t

=
γg2

∆2
(1− x)

∂Ps
∂x

,

∂Xs

∂t
=
g2

∆
Ys + 2x

g2

∆

∂Ys
∂x

+ γ

(
g2

∆2
− 1

2

)
Xs +

γg2

∆2
(x− 1)

∂Xs

∂x
,

∂Ys
∂t

= −g
2

∆
Xs − 2x

g2

∆

∂Xs

∂x
+ γ

(
g2

∆2
− 1

2

)
Ys +

γg2

∆2
(x− 1)

∂Ys
∂x

,

∂Zs
∂t

= 2γ

(
g2

∆2
− 1

2

)
Ps + 4x

γg2

∆2

∂Ps
∂x

+ 2γ

(
g2

∆2
− 1

2

)
Zs +

γg2

∆2
(3x+ 1)

∂Zs
∂x

. (5)

The first equation for this system at x = 1 reduces to Ps(1, t) =
∑∞

n=0(1)nPn(t) =
∑

n
∞

=0 Pn(t),∑∞where Pn is the probability of finding the walker on the node n, and n=0 Pn(t) is the total(Pprobability. This implies that s(1, t))= 1. If we assume that at t = 0 the walker is localized
a z

at site k (k ∈ Z) with ρ̂(0) = ⊗ |k〉〈k|, where a + b = 1, (a, b) ∈ R≥0 and z ∈ C, one
z̄ b

can show that Ps(x, 0) = xk. Using the method of characteristics and initial condition, one can
show that the formal solution for Ps has the form

Ps(x, t) =

k∑
n=0

(
k

n

)
xn(1− e−

γg
2

2

∆
t)k−ne−

γ

∆

g
2

2
nt, (6)

where
(
k
n

)
denotes the binomial coefficient and the expression for Pn reads

Pn(t) =


(
k

n

)
(1− e−

γg
2

2

∆
t)k−ne−

γ

∆

g
2

2
nt, k ≥ n

0, otherwise.

(7)

The probability to find the walker at site n (7) is shown in figure 1 for various parameters.
Following the same steps with initial conditions Xs(x, 0) = 2xk and Ys(x, 0) = 2xk, we derive
and solve for the real part Xn and the imaginary part Yn of the population coherences

Xn(t) = 2eβt
(
k

n

)
Re

{
z̄e−(ıδ+kλ)t

[α
λ

(1− eλt)
]k−n}

,

Yn(t) = 2eβt
(
k

n

)
Im

{
ıze(ıδ−kλ̄)t

[α
λ̄

(1− eλ̄t)
]k−n}

. (8)

Here λ = 2ıδ + α, α = γg
2

2

∆
, δ = g2

∆ ∆
and β = 2γ( g

2

2 − 1
2) ((g,∆, γ) ∈ R≥0). The term η̄ represent

the complex conjugate i.e., η ∈ (λ, z). The behavior of equation (8) is shown in figure 2 for
various parameters. Using the explicit solution of the function Ps (6) and the initial condition
Zs(x, 0) = xk(a− b), one can derive the solution for the function Zs

Zs(x, t) = β
k∑

m=0

xmf(m, t) + 4αk
k∑

m=1

xmg(m− 1, t) + xk(a− b)eβt, (9)
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(a) (b)

Figure 1: (Color online) The probability Pn(t) to find a walker at site n as a function of
dimensionless time γt for different initial Fock states (stated in the legend). The initial sites are
k = 10 (a) and k = 20 (b). Other parameters are set as γ = 0.1, g = 0.5 and ∆ = 1.

where

f(m, t) =

k∑
n=m

(
k

n

)(
n

m

)
(−1)n−m

eβt

rn
{ernt − 1},

g(m− 1, t) =
k∑

n=m

(
k − 1

n

)(
n

m− 1

)
(−1)n−m+1 e

βt

r′n
{er′nt − 1}. (10)

Here rn = −αn− β and r′n = −α(n+ 1)− β. Other parameters are the same as defined earlier.
Using the generating function Zs (9) one can derive the solution for the population inversion
Zn(t). We are going consider three solutions for Zs; (i) the population in the vacuum Fock state
m = 0, (ii) the population in the intermediate site 1 ≤ m ≤ k− 1 and (iii) the population in the
initial site m = k. The solution for the vacuum Fock state m = 0 has the form

Z0(t) = β
k∑

n=0

(
k

n

)
(−1)n

eβt

rn
{ernt − 1}. (11)

The population in the intermediate site 1 ≤ m ≤ k − 1 has the form

Z1≤m≤k−1(t) = βf(m, t) + 4αkg(m− 1, t), (12)

where f(m, t) and g(m−1, t) are given by equation (10). Lastly, one can show that the population
in the initial site m = k has the form

Zk(t) = βf(k, t) + 4αkg(k − 1, t) + (a− b)eβt

rk

eβt
= (erkt − 1)(β + 4αk) + (a− b)eβt, (13)

where rk = −αk−β. The expressions (11), (12) and (13) conclude the derivation of the solution
of Zn(t). These results are illustrated in figure 3 for various parameters.
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(a) (b)

(c) (d)

Figure 2: (Color online) The real part Xn(t) (a-b) and the imaginary part Yn(t) (c-d) of the
coherences are shown as a function of the dimensionless time γt for different initial Fock states
(stated in the legend). The initial sites are k = 10 (a-c) and k = 15 (b-d). Other parameters
are γ = 0.1, g = 0.5 and ∆ = 1.

Figure 3: (Color online) The population inversion Zn(t) is shown as a function of dimensionless
time γt for different initial sites k (stated in the legend). The figures correspond to (a) the
population in the vacuum Fock state, (b) the population in the intermediate site and (c) the
population in the initial site, respectively. Other parameters are γ = 0.1, g = 0.1 and ∆ = 1.
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In the next step, we are going to derive the exact expression for the mean µ(t) = 〈P 〉 and the
variance σ2(t) = 〈〈P 〉〉 − 〈P 〉2 of the position of the “walker”. Using the explicit solution for
Pn(t) (6), the expression for the variables 〈P 〉 and σ2 reads

〈P 〉(t) =

k∑
n=0

nPn(t, ξ)|ξ=1 σ2(t) =

k∑
n=0

(
n2Pn(t, ξ)|ξ=1 − µ2(t)

)
= ke−αt = ke−αt 1− e−αt

( )
. (14)

It is clear that at asymptotic time t → ∞ 〈P 〉, 〈〈P 〉〉 → 0 due to the collapse to the vacuum
state. With the help of equation (14), one can derive the velocity distribution Vµ and the velocity
spread Vσ

2 (see equation (15)). In the transient regime, for sufficiently large times t� 1, but still
satisfying |αt| < 1, the position of the walker obey the central limit theorem with parameters
given by

Vµ =
〈P 〉(t)
t
≈ −kα, Vσ

2 =
σ2(t)

t
≈ kα. (15)

4. Conclusion
In this contribution, we solved analytically the OQW master equation derived in [10] using
generating functions. We use the obtained solution for arbitrary initial condition to construct
the moments of this quantum walk explicitly. The exact solution allowed us to analyze the
behavior of the observables of interest for various parameters. An interesting quantum feature
(collapse-revival) was observed on the scaled time evolution of the real part and imaginary
part of the coherences (see figure 2). This quantum feature provides direct evidence of the
field quantization in the cavity. Furthermore, with the help of the analytical solution for the
probability Pn(t), the exact solution for the mean and the variance are derived and investigated
for transient time.
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Abstract. Emerging quantum technologies rely principally on quantum phenomena such as
superposition and entanglement for their unique capabilities. To this end, it is essential to
develop well-defined and efficient protocols to produce and further exercise control over states
of quantum bits that exhibit desired quantum mechanical traits. From a pure separable
multipartite state, a control sequence, which includes rotation, spin squeezing via one-axis
twisting, quantum measurement and post-selection, generates a highly entangled multipartite
state, which we refer to as a Projected Squeezed (PS) state. Through an optimization method,
we then identify parameters required to maximize the overlap fidelity of the PS state with
the maximally entangled Greenberger-Horne-Zeilinger (GHZ) state. This method leads to
an appreciable decrease in state preparation time of N -qubit GHZ states when compared to
preparation through unitary evolution only. The efficiency of the PS state protocol is studied
in non-ideal experimentally relevant settings by employing numerical methods to simulate
dephasing channels.

1. Introduction
Multipartite entangled quantum states play a central role in quantum information and related
subareas. As such, there is already an established class of applications in quantum sensing [1],
quantum computing [2], quantum communication [3], quantum cryptography [4] and quantum
metrology [5]. This highlights the importance of the basic quantum control theoretic task, which
seeks to establish well-defined methods for producing highly entangled multipartite states from
initial pure separable states. In reference [6], we proposed such a protocol for producing highly
entangled GHZ-type states which we denote as Projected Squeezed states (PS states). Using
the protocol, we are able to produce PS states with GHZ overlap fidelity F > 0.99. Essential
steps in the protocol include spin-squeezing [7], which generates correlations between qubits,
and quantum measurement (see equation (6) in reference [6]), which requires post-selection for
obtaining the desired measurement outcome.

In reference [6], we considered the ideal case without decoherence, hence our computational
modelling of the protocol was restricted to the symmetric subspace (known as the Dicke-
basis [8]). This subspace is no longer suitable when including decoherence, since as a consequence
of decoherence the state can in a sense migrate out of the subspace. Note that the dimension
of the full Hilbert state space (computational basis) scales exponentially with qubit system size
(∼ 2N ), while the dimension of the symmetric subspace spanned by the Dicke-basis has linear
scaling (∼ N + 1). Due to the resultant increased computational complexity, only systems in
the approximate range N ≤ 10 are viable for modelling using standard computational resources.
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In this work we consider a low system size example of N = 4 (as opposed to the original
study [6] where we considered a larger spread of system size N). We now consider the efficacy
and robustness of the protocol in experimentally relevant settings, by including decoherence
using numerical methods [9]. Our focus will be on dephasing, since this has been the dominant
form of decoherence [10] when utilizing trapped-ion systems for spin-squeezing (our proposed
experimental setup) [11].

2. PS State Protocol
The N -qubit Greenberger-Horne-Zeilinger state (GHZ state) [12] reads as

|GHZ⟩ := |0⟩⊗N + |1⟩⊗N

√
2

. (1)

Our protocol for producing highly entangled GHZ-type states can be summarised by the
following sequential steps [6]:

Step 1: For an N -qubit multipartite system, we initialize to an all spin-up state

|ψ(0)⟩ = | ↑⟩ ⊗ · · · ⊗ | ↑⟩︸ ︷︷ ︸
N -qubits

. (2)

Step 2: To form the coherent spin state |CS⟩, we execute a π/2-collective Ĵx := 1
2

∑N
i=1 σ̂i

x

rotation of the initial all-spin up state (2), i.e.,

|ψ(0)⟩ 7→ exp

(
− i

π

2
Ĵx

)
|ψ(0)⟩ =: |CS⟩, (3)

where σ̂i
x is the Pauli-x̂ spin operator acting on the i-th component of the state tensor

product (see Figure 1(a)). In our analysis, we use the Husimi representation as it is more
intuitive for visualizing symmetric states like the PS state (see Figure 1 and Figure 2). In
principle, any phase space distribution could be used.

Step 3: The coherent spin state then undergoes spin-squeezing by the unitary operator

ÛSq(χt) := exp

(
− iχtĴ2

z

)
, (4)

where Ĵz :=
1
2

∑N
i=1 σ̂i

z and χt denotes the squeezing magnitude (see Figure 1(b)).

Step 4: The squeezed coherent spin state then undergoes a -π/2-collective Ĵx := 1
2

∑N
i=1 σ̂i

x

rotation (see Figure 1(c)), i.e.,

ÛSq(χt)|CS⟩ 7→ exp

(
i
π

2
Ĵx

)
ÛSq(χt)|CS⟩. (5)

Step 5: We now execute a Gaussian quantum measurement, characterized by Kraus
operators, which reads as

Âc :=
N∑

m=0

√
Pr(N −m|c)

∑
{M}

∣∣ 〉︸ ︸↑ · · · ↓j1 · ·︷︷· ↓jm · · · ↑
N -qubits

〈 ∣
↑ · · · ↓j1 · · · ↓jm · · · ↑ ∣, (6)

where
( ∑
{M}

·
)
denotes the summation over all binary permutations (of length N) with m-

spin down qubits. A modification of the Kraus measurement operators described in the

SAIP2021 Proceedings 

SA Institute of Physics ISBN: 978-0-620-97693-0 Page: 618



original study (equation (6) in [6]) is required, since the PS state can, as a result of the
dephasing channel (see equations (10)-(12) later on), migrate out of the symmetric subspace
spanned by the Dicke basis. As such, the full Hilbert space should be considered. There
is√some level of freedom in choosing how to distribute the projector weightings, denoted

P ·|c), without compromising the required completeness condition of Kraus operators,

i.e.,

r(∫ †
cÂcÂ dc = 1 (see [13]). Equation (6) is a natural extension of the Kraus measurement

operators (equation (6) in [6]) such that the completeness condition extends to the full
Hilbert space. Additionally, we consider equation (6) as it produces favourableGHZ overlap
fidelity values for N = 4, about measurement outcome c = 0. The projector weightings, in
summation (6), are characterized by the Gaussian probability distribution

Pr
(
x|c

)
:=

1√
2πσ2

exp

[
− (x− c)2

2σ2

]
, (7)

where {c}c∈R denotes the set of measurement outcomes (with cardinality of the continuum).
The post-measurement state is given by

ÂcρÂ
†
c

Tr
[ †

cÂ Âcρ
] , (8)

for measurement outcome c, which occurs with probability Tr
[ †

cÂ Âcρ
]
[13]. Since the

quantum measurement is a stochastic process, a chosen result is post-selected. The
numerical models yield optimal results for the measurement outcome value c = 0 (for
N = 4).

Step 6: Finally, in sequence, we execute collective Ĵx and Ĵy rotations (by −π/7 and π/2
respectively for N = 4), for the purposes of generating a PS state ρPS , which has a maximal
GHZ overlap fidelity F (see Figure 2). The overlap fidelity between the PS and GHZ state
density operators is given by

F(ρPS) :=

(
tr
√√

ρPSρGHZ
√
ρPS

)2

, (9)

where
√
· now denotes the matrix square root.

2

Figure 1. (N = 4) Husimi representations [17] (projections onto a rotated coherent spin state)
of (a) step 2 - forming the |CS⟩ state, (b) step 3 - spin squeezing by χt = .15, (c) step 4 -

collective Ĵx rotation by −π .
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Figure 2. (N = 4) Husimi representations of the PS state vs the GHZ state.

As in [6], a numerical optimization method (random walk–Markov chain Monte Carlo type
regime) is employed to find, respectively, the measurement operator variance σ2 > 0 (see
equation (7)) and squeezing magnitude χt > 0, which maximizes the overlap fidelity (denoted F)
of the PS state and GHZ state (1). For N = 4, we find that the optimal squeezing magnitude
and operator measurement variance are respectively χt = .15 and σ2 = 1.

3. Numerical Methods
To model the evolution of the density operator in the presence of decoherence, we utilize the
(Kraus) operator sum formalism [9] given by

ρ(t+ dt) =
∑M
µ=0

M̂µ(dt)ρ(t)M̂
†
µ(dt), (10)

for infinitesimal time steps dt. For computational purposes, we approximate the infinitesimal
increments dt with small finite increments hereafter denoted as ∆t. The dephasing channels are
characterized by the Kraus operators

M̂0 =

(√
1− p 0
0

√
1− p

)
(11)

and

M̂1 =

(√
p 0
0 −√

p

)
, (12)

p
∆twith the decoherence rate given by Γ := , for qubit decay probability p during time ∆t.

The analysis which follows assumes negligible dephasing for non-squeezing steps of the
protocol, whilst during the squeezing step, the dephasing operators, given by (11) and (12),
act locally on each qubit. This is in line with envisioned experimental applications, utilizing
ion-traps in particular [10, 11, 16]. In step 3, for finite time increments ∆t, we interlace unitary

squeezing ÛSq(χ∆t) with dephasing characterized by equations (10)-(12), for varied qubit decay
probability values p = Γ∆t. During the squeezing step, the total dephasing time for the PS and
GHZ protocols, are respectively nPS∆t = .15/χ and nGHZ∆t = π/2χ, where nPS and nGHZ

are the number of χ∆t - squeezing increments (for our numerical methods we assume χ = 1 and
∆t = 1e−3). Therefore, given decay probability p, the corresponding dephasing rate is

pχnPS

.15

2pχnGHZ

π
Γ = = . (13)

As in reference [6], the measurement outcome c ≈ 0 is post-selected (with operator variance
σ2 = 1) as it yields a state with distinct probability lobes on opposing sides of the multipartite
Bloch sphere (see Figure 2); this is a characteristic feature of the maximally entangled GHZ
state (1).
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Û

4. Dephasing Results
To study the efficacy of the PS state protocol with a given dephasing rate Γ, we compare it
with GHZ state generation with π/2-squeezing of the coherent spin state (this yields the state

Sq(π/2)|CS⟩). This state is LU-equivalent (equivalent under local unitary operations) to the

GHZ state (1). More specifically( , a)collective Ĵx rotation by π/2, followed by a local phase gate

(commonly denoted by S :=
1 0
0 i ) acting on the N -th qubit, yields the GHZ state (1). As

such, the unitary π/2-squeezing only version of the GHZ generation serves as a benchmark. We
stress again the usefulness of the PS state protocol in that it requires a much shorter squeezing
time compared to this benchmark, and therefore, in principle, should perform better in the
presence of noise.

In Figure 3 and Figure 4, we respectively compare the quantum Fisher information (QFI) [14]

(denoted by Q(ρ, Â) for a chosen operator Â) with respect to the Ĵz operator, and GHZ overlap
fidelity F , of the PS state protocol with the π/2-squeezing only GHZ state generation protocol
for varying dephasing rates Γ.

The QFI is studied because entanglement bounds known as the Heisenberg and Shot-Noise
bounds, are respectively the maximum attainable QFI (for the collective operator Ĵz), and
a separable upper bound (the violation of which implies entanglement). The aforementioned
Heisenberg upper bound is saturated for the GHZ state (hence simply labeled ‘GHZ’ in Figure
3). All states which violate the upper shot-noise bound are entangled [15].

As shown in Figure 3 and Figure 4, the PS state protocol obtains maximum QFI and GHZ
overlap fidelity values for measurement result c = 0. From these figures, we can also observe the
robustness of the protocol by noting the range of measurement outcomes for which it maintains
an advantage over the GHZ protocol (in the presence of noise). Since the quantum measurement
is a stochastic process, it is important to note that the post-selected results B(c = 0, 1e−3) (where
B denotes an open interval, more generally an open-ball, centered about measurement result
c = 0) occur with probability ≈ 1/20. This means that the improvement in preparation time is
at the expense of the success probability of the protocol. Further work is needed to ascertain
the trade-off between the overlap fidelity and preparation time of the PS state protocol and
GHZ state squeezing only protocol.

Lastly, in Figure 4 the entanglement bound labelled ‘GME-Wit’ represents a sufficient
condition (in terms of entanglement witnesses [15]) for genuine multipartite entanglement
(GME). More specifically, the GHZ overlap fidelity F > 1/2 implies GME.

5. Discussion
As shown in Figure 3 and Figure 4, there are experimentally relevant ranges of dephasing
(see [16]), for which the reduced squeezing time of the PS protocol, allows the generation of
states with significantly larger QFI and GHZ-overlap fidelity values F than that generated by
unitary π/2-squeezing only (GHZ protocol). The trend suggests that the PS state maintains
an advantage for increased dephasing beyond a given qubit decay rate (for example consider
p ∈ {1e−3, 1e−4}).

For a larger system size N , the exponential increase in computational complexity can be
suppressed by utilizing numerical methods, such as the quantum trajectory method [9]; together
with computational schemes such as parallel computing. We leave the implementation of this
for a future study.
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Figure 3. (N = 4) QFI of the PS State protocol vs the squeezing only GHZ protocol (for
varied dephasing rate p); the latter is represented by dashed horizontal line plots (orange). The

Shot-Noise upper bound (green) denotes the maximum QFI (with respect to Ĵz) for separable
N -qubit systems.

Figure 4. (N = 4) Overlap fidelity of the PS State protocol vs the squeezing only GHZ
protocol (for varied dephasing rate p); the latter is represented by dashed horizontal line plots
(orange). The GME-Wit lower bound (purple) denotes a sufficient condition for GME (with
respect to the GHZ overlap fidelity F).

SAIP2021 Proceedings 

SA Institute of Physics 

 

ISBN: 978-0-620-97693-0 Page: 622



Acknowledgments
We acknowledge the Council of Scientific and Industrial Research (CSIR) and the Department
of Science and Technology for funding this project. Much appreciated collaborative support
from the National Institute of Standards and Technology (NIST). A special note of thanks to
Prof. Hermann Uys and Dr. John Bollinger for their guidance in developing the project at its
inception.

References
[1] Degen C L, Reinhard F and Cappellaro P 2017 Rev. Mod. Phys. 89 035002
[2] Gottesman D and Chuang I L 1999 Nature 402 390-93
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[15] Tóth G and Gühne O 2005 Phys. Rev. A 72 022340
[16] Bohnet J G, Sawyer B C, Britton J W, Wall M L, Rey A M, Foss-Feig M and Bollinger J J 2016 Science

352 1297-01
[17] Husimi K 1940 Proc. of the Physico-Mathematical Society of Japan 3rd Series 22 pp 264-314

SAIP2021 Proceedings 

SA Institute of Physics 

 

ISBN: 978-0-620-97693-0 Page: 623



Investigating a New Approach to Quasinormal

Modes: Physics-Informed Neural Networks

A M Ncube1, G E Harmsen2 and A S Cornell3

Department of Physics, University of Johannesburg, PO Box 524, Auckland Park 2006, South
Africa.

E-mail: 1ncubeanele4@gmail.com,2gerhard.harmsen5@gmail.com,3alanc76@gmail.com

Abstract. Physics-informed neural networks (PINNs) hold the potential for supplementing
the existing set of techniques for solving differential equations that emerge in the study of
black hole quasinormal modes. The present research investigated them by studying black hole
perturbation equations with known analytical solutions and thus could be framed as inverse
problems in PINNs. Our main goal was to test the accuracy of PINNs in computing unknown
quasinormal frequencies within the differential equations. The black hole perturbation scenarios
that we considered included near extremal Schwarzschild-de Sitter and Reissner-Nordström-de
Sitter black holes, and a toy problem resembling them. For these cases, it was shown that
PINNs could compute the QNFs with up to 4 digit decimal accuracy for the lowest multipole
number, l, and lowest mode number, n.

1. Introduction
A black hole responds to test field perturbations by producing quasinormal modes (QNMs) that
dissipate over time as the black hole returns to its initial state of equilibrium [1]. Similar to the
well-known phenomenon of standing waves, these QNMs oscillate with a set of discrete resonant
frequencies, known as quasinormal frequencies (QNFs), which are represented by complex-valued
scalars. The real part is the physical oscillation frequency of the QNM and the imaginary part is
proportional to its damping rate. Since these frequencies depend only on the physical parameters
of their source, they are ideal for probing the characteristics of black holes [3, 2].

Mathematically, black hole QNMs are solutions to second-order differential equations
describing the space-time evolution of perturbing fields in the vicinity of a black hole. Given
that many of these equations are analytically intractable, several approximation techniques have
arisen to solve them over the past decades. These methods have been outlined concisely in recent
review articles such as Ref. [3] and include a modified form of the asymptotic iteration method
[5] initiated by one of the authors of this proceeding.

This proceeding, however, is focused on investigating physics-informed neural networks
(PINNs) to determine whether they could compute black hole QNMs. PINNs were recently
introduced in the literature and are derived from traditional artificial neural networks. These
machine learning algorithms are known for their capabilities as universal function approximators
[6]. We have considered them in our study of black hole perturbation equations because
of their capacity to solve differential equations. The key to their operation is the inclusion
of physical constraints in the loss function, which are used to steer them towards accurate
solutions. Note that PINNs have been shown to be more effective at solving inverse problems
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than forward-modelling problems where they are currently surpassed by existing numerical mesh-
based techniques [7]. Inverse problems are differential equations with unknown parameters that
can be determined from observational data of the solution. On the other hand, forward problems
are well-posed differential equations that require only the boundary and/or initial conditions of
a given physics problem for the PINNs to solve them.

2. Perturbations of spherically symmetric black holes
To arrive at the differential equations of black hole perturbations, we begin by considering the
space-times of spherically symmetric black holes given generally as [8]:

ds2 = −f(r)dt2 + f(r)−1dr2 + r2(dθ2 + sin2θdφ2). (1)

Here r is the radial distance from the centre of the black hole and f(r) is a metric function
which, for Schwarzschild-de Sitter (SdS) and Reissner-Nordström-de Sitter (RNdS) black holes
is [8, 9]:

f(r) = 1− 2

r

M
+
Q2

r2
− Λ

3

r3
, (2)

where M and Q are the mass and electric charge of the black hole in geometrical units, and
Λ is the cosmological constant. The SdS black hole has no electric charge; thus, the term Q in
the metric function vanishes. For de-Sitter black holes, the cosmological constant is positive as
these space-times have positive curvature as r → +∞.

Building on these black hole space-times, the perturbation equations for given perturbing
fields are derived from the equations of motion of these fields. For example, the perturbation
equation for an electromagnetic test field in the vicinity of a black hole is obtained from the
source-free Gauss-Ampère law of Maxwell’s equations [10, 11]:

Fµν;ν =
1√
|g|∂ν

(√
|g|Fµν

)
= 0. (3)

Here Fµν is the electromagnetic field tensor and |g| is the determinant of the metric tensor
of the curved space-time around the black hole. When we consider metric tensors of spherically
symmetric black holes, the equations of motion for perturbing fields simplify to “Schrödinger-
like” black hole perturbation equations given generally as [8]:

d2ψ(r)

dx2
+ (ω2 − V (r))ψ(r) = 0, (4)

where x is the “tortoise” coordinate that is related to r by the relation: dr/dx = f(r) [3].
The black hole effective potential, V (r), for massless scalar perturbations of SdS and RNdS
black holes is given as [5, 9]:

V (r) = f

[
l(l + 1)

r2
+

(
2M

r3
− 2

r

Q
4

2

− 2Λ

3

)]
, (5)

where l is the multipole number and Q = 0 for a SdS black hole. When black hole QNMs have

as x
negative temp

. Ph
oral

ysically
dep

,
endence

this implies
they

that
satisfy

the
the b

QNMs
oundary

can only
conditions

radiate
giv

in
en
w

b
ard

y ψ
at

(x)
the
∼ exp(

horizon
±iω

and
x)

→ ±∞
outward at spatial infinity [12, 13] at a time t > 0.

Due to the nature of the effective potential V (r), equation (4) is generally difficult to solve
analytically except for some special cases such as those considered here for simplicity. These
space-times are the SdS and RNdS black holes in the near extremal limit where the cosmological
horizons of the space-times are very close (in the r coordinate) to their event horizons.
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Ref. [9] demonstrated that for any de-Sitter black hole space-time in the near extremal limit,
the metric function f(r) can be written as:

f(r(x)) =
(r2

2cosh

− r
2
1

κ

)

1

κ

x

1
+O(δ3), (6)

where δ = (r2− r1)/r1, κ1 is the surface gravity at the horizon, r1 and r2 are two consecutive
positive roots of f(r), and x is the tortoise coordinate whose domain lies within (r1, r2). For both
the SdS and RNdS, r1 and r2 are the event and cosmological horizons, respectively, with r2 > r1.
Consequently, in the near extremal limit the two black holes share the same mathematical
expression for the metric function, which in turn results in a single expression for the effective
potential valid for both SdS and RNdS black holes [8, 9]:

V (x) =
V0

cosh2(κ
b
x)
. (7)

Here V0 = κ
b
2l(l+1) for massless scalar perturbations and κ

b
is the surface gravity associated

with the black hole horizon. With the effective potential in this form, the black hole perturbation
equations yield analytic solutions.

In the case of massless scalar perturbations of SdS and RNdS black holes, the exact analytic
expressions for the QNMs (denoted by ψ(x)) and QNFs (denoted by ω) are, respectively [8, 9, 14]:

ψ

(
(x) = [ξ(ξ − 1)]

iω/2κ
b · 2F1 1 + β + i

κ

ω

b

,−β + i
κ

ω

b

; 1 + i
ω

κ
b

; ξ

)
, (8)

ω

κ
b

=

√(
l(l + 1)− 1

4

)
− i

(
n+

1

2

)
, n = 0, 1, 2, ... (9)

where ξ−1 = 1 + exp (−2κ
b
x) and β = −1/2 + (1/4− V0/κb

2)1/2.

With these exact solutions, a dataset was generated to provide “observational biases” [7] for
training the PINNs to solve the perturbation equations given as inverse problems.

Another problem similar to the perturbations of SdS and RNdS black holes, which was
discussed in Ref. [5], involves a simpler form of the inverted Pöschl-Teller potential given as:

V (x) =
1

2cosh2(x)
. (10)

The aforementioned boundary conditions of black hole QNMs are also satisfied by the QNMs
of this problem. In this case, the exact form of the QNMs, obtained in Ref. [15] using quasi-
exactly solvable theory, are:

ψ(x) = (cosh(x))(i+1)/2χn(sinh(x)), (11)

ωn = ±1

2
− i(n+

1

2
), (12)

where χn is a polynomial of degree n in sinh(x). This problem and the previously mentioned
one pertaining to near extremal SdS and RNdS black holes were used to test the accuracy of
PINNs in computing QNFs.
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3. Computing QNMs with PINNs
The PINN algorithm, and the steps taken to implement it on black hole perturbation equations,
have two components [7]:

(i) A physics-uninformed artificial neural network of a particular architecture, such as a feed-
forward neural network (FNN). It represents the neural network solution to the differential
equation (figure 1 (left)).

(ii) A loss-function that measures the deviation of the neural network solution from the physical
constraints of the problem (figure 1 (right)). During the training phase, these constraints
force the PINN solution to satisfy the boundary and initial conditions of the problem in
addition to a labelled training dataset. At the same time, the neural network is forced to
minimise a residual associated with the differential equation.

y

σ

σ

...

σ

σ

σ

...

σ

σ

σ

...

σ

ψ̂
Re

ψ̂
Im

κ2b
(
1− y2

)2
ψ̂ 2

b
′′ − 2κ y

(
1
)]
− y2

)2
ψ̂′

+
[
ω̂2 − V0

(
1− y2 ψ̂

ψ̂

ω̂
Re

; ω̂
Im

Loss

Physics constraintsFNN - Surrogate of DE solution

(−0.9) − ψ(−0.9); ψ̂(0.9)− ψ(0.9)

Perturbation equation(y,ψ̂Re,ψ̂Im)

ψ̂(y)− ψ(y)

Dirichlet boundary conditions

Dataset of exact wave-function solution

PINN approximation of QNFs

(iteratively updated during training)

Figure 1. A schematic of the PINN set-up that was built to solve the perturbation equation
with the effective potential given by an inverted Pöschl-Teller potential.

The algorithm for building PINN models is outlined in figure 2. Initially, the physics equations
governing the problem are all defined and included as arguments for deepxde.data.PDE(...).
The neural network part is set up by defining the specific neural network architecture, the
number of hidden layers, nodes per layer and the non-linear activation function used in the
nodes. The PINN model is the sum of the neural network (denoted by net in figure 2) and
the physical constraints (denoted by data in figure 2) set as arguments for deepxde.Model.
The parameters for training, such as the specific choice for the optimiser, are set up using the
function Model.Compile(...). Thereafter, the PINN model can be run for a specified number
of training epochs using the command Model.Train(...).

The same steps were followed in customising PINNs to solve our inverse problem involving
massless scalar perturbations of SdS and RNdS black holes with an inverted Pöschl-Teller
potential. Since the domain of the problem in the original form is infinite, a new co-ordinate,
y = tanh(x), was used to give a finite domain (-1,1) which is easier to implement in code.
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Boundary & Domain

data =
dde.data.PDE(...)

dde.Model(data, net) =
PINN Model

Model.Predict(...) Model.Train(...) Model.Compile(...)

Figure 2. The PINN algorithm in DeepXDE [16].

Consequently, the QNM boundary conditions become ψ(y) = (1∓ y) −iω/2, as y → ±1. Thus,
in terms of y, the perturbation equations for the near extremal SdS and RNdS black holes are:

κ
b

2(1− y2)2 · d
2

dy

ψ(
2

y) − 2κ
b

2y(1− y2) · dψ
dy

(y)
+
[ ]
ω2 − V0(1− y2) ψ(y) = 0. (13)

This equation takes the same form in the case of the problem with an effective potential
given by equation (10), except that κ

b
= 1 and V0 = 1/2. For easier implementation within the

DeepXDE package the equations were split into real and imaginary parts. Figure 1 illustrates
the PINN that was used to solve the perturbation equations.

The training hyperparameters used in all our computations were the following: FNN with
3 hidden layers, 20 nodes per layer; tanh as a non-linear activation function; Adam optimiser,
which is a standard optimisation method in neural networks [17]; 20 000 training epochs; training
data consisting of 100 domain points, and a dataset with 50 uniformly distributed true values
of the QNMs (ψ(y)) in the “spatial” domain [-0.9,0.9].

4. Results
The results for the first inverse problem with the SdS and RNdS black holes, and the second
inverse problem with an inverted Pöschl-Teller potential given by equation (10) are listed in
tables 1 and 2, respectively. To measure the accuracy of the PINN approximations, we used the
L2 relative as a metric [16]. For the SdS and RNdS cases, we obtained at most 4 digit decimal
accuracy with errors increasing with higher values of l. As seen in table 2, the accuracy of the
PINN model for the other problem decreased with higher values of n.

Table 1. PINN approximations of the QNFs (in geometrical units) for massless scalar
perturbations of SdS and RNdS black holes.

PINN approximation Exact [8, 9]
n l ω

Re
/κ

b
ω
Im
/κ

b
ω
Re
/κ

b
ω
Im
/κ

b

L2

relative error

0 1 1.32287 -0.49997 1.32288 -0.50000 0.00214%
2 2.39790 -0.50002 2.39792 -0.50000 0.00106%
3 3.42761 -0.50032 3.42783 -0.50000 0.01105%
4 4.44096 -4.98165 4.44410 -0.50000 0.08128%
5 5.43513 -0.50716 5.45436 -0.50000 0.37463%
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Table 2. PINN approximations of the QNFs (in geometrical units) for the “Schrödinger-like”
equation with the simple effective potential given by equation (10).

PINN approximation Exact [5, 15]
n

Re
ω ω

Im
ω
Re

ω
Im

L2

relative error

0 0.49984 -0.50002 0.50000 -0.50000 0.02270%
1 0.49961 -1.49877 0.50000 -1.50000 0.08174%
2 0.49807 -2.49714 0.50000 -2.50000 0.13540%
3 5.01544 -3.53140 0.50000 -3.50000 0.88922%

5. Conclusion
This proceeding has investigated the accuracy of PINNs in solving perturbation equations with
effective potentials expressed in the form of inverted Pöschl-Teller potentials. This work was
preliminary to the larger goal of our project, which is to implement PINNs for differential
equations of more general black hole perturbation scenarios. So far, our results indicate that
PINNs can accurately compute QNFs, for a readily implementable set of hyperparameters.
Further work on more general space-times will entail fine-tuning our choice of hyperparameters
using a grid-search algorithm similar to the technique employed in Ref. [18]. Increasing the
performance of our PINN models may ultimately require us overcoming the spectral bias that
is inherent in fully connected neural networks, an attribute that renders them less accurate for
higher frequency solution functions [19].
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Abstract. Random numbers are used extensively in both cryptography and simulation, but
are difficult to generate reliably using classical methods. We investigate random number
generation on the ibmq 16 melbourne quantum processor, a 15-qubit superconducting quantum
computer. By applying simple post-processing techniques to the random bits generated, we
were able to extract a sample of random bits which passed the NIST Statistical Test Suite. This
shows that, with some post-processing, solid-state quantum computers such as IBM quantum
processors can be used to generate random numbers of sufficient quality for cryptographic
applications.

1. Introduction
Random numbers are used extensively in cryptography, the simulation of economic, traffic and
agricultural models, as well as coordination in computer networks [1]. True random numbers
are hard to generate using classical methods, as the unpredictability relies on an incomplete
knowledge of a system, which can introduce ordered features. On the other hand, the inherent
randomness central to quantum mechanics makes quantum systems ideal for generating true
random numbers. A number of quantum random number generation schemes have been realised
experimentally over the past two decades, many of which rely heavily on photonics [2, 3, 4, 5, 6].
Several photonic integrated circuits [7, 8, 9], as well as implementations on superconducting
systems [10], have also recently been demonstrated.

In this paper, we further investigate random number generation on superconducting quantum
computers. To this end, we generated a sample of random bits using the ibmq 16 melbourne
quantum processor. Just as previous samples generated using IBM quantum processors [10], our
sample showed a small bias towards zero. However, once we removed the bias by employing the
von Neumann scheme [11, 12], the processed bits passed all 15 NIST tests [13], allowing us to
show the successful generation of high quality randomness. The bits of Ref. [10] did not pass any
NIST tests due to a lack of post-processing. After completion of the study, we were made aware
that IBM recently released their own quantum random number generator with post-processing
available via the University of Cambridge, which has also passed the NIST Statistical Test Suite.

2. Implementation
Bits of a classical computer can take only two values, namely 0 or 1. In contrast, qubits of
a quantum computer can be prepared in either of two computational basis states, namely |0〉
or |1〉, or in any linear combination or superposition of these states. A random bit can be
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generated using a qubit, by first applying a Hadamard to the qubit and then measuring it in the
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and in |1〉 with probability 2 . Thus, in the absence of noise, computational basis measurements
generate uniformly distributed random bits.

The ibmq 16 melbourne quantum processor is a 15-qubit superconducting quantum computer
and used to be accessible via the IBM cloud service [14], but has recently been decommissioned.
By executing a circuit with Hadamards applied to all 15 qubits and computational basis
measurements on all 15 qubits 200 times on the ibmq 16 melbourne quantum processor, with
8000 shots each, we were able to generate a sample of 24 million random bits. In what follows,
we will refer to this sample of 24 million bits as the raw sample.

3. Results
3.1. Quality analysis
To determine if the raw sample has the expected properties of a true random bit sequence, we
applied a number of standard tests [2, 3]. What follows is a brief description of each test as well
as the results obtained for the raw sample.

In a true random bit sequence, the bits should be uncorrelated. To detect short-ranged
correlations and periodicity in the raw sample, we calculate the Pearson correlation coefficient
[15] of the full bit sequence with 1-bit to 40-bit delays of the sequence. The results are shown
in figure 1.
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Figure 1. Pearson correla-
tion coefficient of the full bit
sequence of the raw sample
(blue dots) and a true ran-
dom sample (red line) with
1-bit to 40-bit delays of the
sequence.

The Pearson correlation coefficient ranges from -1 to 1, where -1 implies perfect anti-
correlation, 0 implies no correlation and 1 implies perfect correlation. Thus the results indicate
that the bits in the raw sample are mostly uncorrelated, with small correlations present between
bits at 15-bit intervals. This is likely because these bits were generated by the same qubit in the
ibmq 16 melbourne quantum processor. Since each qubit has a unique error rate, bits generated
by the same qubit show larger correlations than bits generated by different qubits.

All possible n-bit combinations should occur with equal probability in a true random bit
sequence. We first consider single bits, for which we expect to find an approximately equal
proportion of zeros and ones in a large enough sample. In the raw sample, the relative frequency
of zeros and ones is 0.5262 and 0.4738 respectively. Hence the data shows a bias towards zero.
As a result of decoherence of the qubits and errors that occur when gates are applied and
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measurements are made, the two different computational basis measurement outcomes do not
occur with a probability of exactly 1 each. To investigate 8-bit blocks, we convert each 8-bit
block in the bit sequence to an unsigned integer in the range [0, 255]. For a true random bit
sequence, these integers should be uniformly distributed over the interval [0, 255] and they should
have an average of 127.5. Figure 2 shows the distribution of integers for the raw sample and
their average is 120.87. The small average can be attributed to the bias towards zero.
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Figure 2. Distribution of integers for the raw sample
(blue dots) and a true random sample (red line).
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Figure 3. Run length distributions
for zeros (blue dots) and ones (blue
crosses) for the raw sample.

A run in a sequence of bits is a block of consecutive zeros or ones. In a true random bit
sequence, a n-bit run of zeros or ones should occur with probability 2−n, since zeros and ones
each occur with probability 1

2 . The run length distributions for zeros and ones for the raw sample
are shown in figure 3. The gradient of the best fit line is (−0.925±0.002) and (−1.076±0.005) for
runs of zeros and ones respectively. For a true random bit sequence, we should have a gradient
of − log2 (2) = −1 for both zeros and ones. The deviations in the data can be explained as
follows — since the zeros occur with a higher frequency than ones, runs of zero occur with a
higher frequency than runs of one of the same length.

Entropy quantifies irregularity or randomness. The Shannon entropy is defined as

H = −
∑
i

pi log2 pi (1)

4

where i ∈ {0, 1}n is an n-bit string and pi is the probability of obtaining i. The Shannon entropy
should be n bits for a true random source of n-bit strings. The Shannon entropy for 8-bit strings
in the raw sample is 7.98403 bits. This was calculated using relative frequencies obtained from
the distribution in figure 2. The entropy is slightly smaller than for a perfectly random source
as a result of order introduced by the bias towards zero and the 15-bit interval correlations.

Finally, we test the raw sample on a practical problem in simulation — estimating the value
of π using a Monte Carlo method. Since the area of a circle of radius r divided by the area of a
square of side length 2r is π , the value of π can be estimated by randomly placing points in a
square of side length r which contains a quarter-circle of radius r. An estimate for π is calculated
by dividing the number of points inside the quarter-circle by the total number of points used
and multiplying by 4. Considering r = 255, and obtaining random positions for points using
the unsigned integers extracted from the raw sample when investigating the distribution of 8-bit
blocks, we obtain an estimate of 3.282 for π. This is larger than the true value of π, because the
bias towards zero results in a larger proportion of points being placed inside the quarter-circle
than for randomly placed points.
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3.2. Post-processing
The quality analysis of the raw sample shows that the bias towards zero greatly reduces its
quality. We therefore employ the von Neumann scheme [11, 12] to remove the bias and improve
the quality. Given a biased sample of independent bits (say, in which 0 occurs with probability
p and 1 occurs with probability q, where p 6= q), the von Neumann algorithm yields an unbiased
sample of random bits. Provided that the bits are independent, the pairs 01 and 10 both occur
with a probability pq in the biased sample and can thus be used as an unbiased source of random
bits. Hence an unbiased sample is obtained from the biased sample by replacing occurrences of 01
by 0, occurrences of 10 by 1 and removing occurrences of 00 and 11. Applying the von Neumann
algorithm reduces the size of the sample by a fraction pq of its original length. However, this
large reduction can be avoided by applying the recursive von Neumann algorithm [12]. Instead
of simply removing occurrences of 00 and 11, they are used to generate additional biased bit
sequences, to which the von Neumann algorithm is then applied. This is repeated recursively,
each time appending the output to the previous. The number of unbiased bits produced by
the recursive von Neumann algorithm is arbitrarily close to the entropy bound [12], and so the
algorithm is optimal in terms of output size.

Although some non-negligible correlations are present between bits in the raw sample, it
is clear from figure 1 that these are generally small enough so that the bits can be considered
independent and the von Neumann scheme can be applied. Applying the recursive von Neumann
algorithm to the raw sample, we obtain a debiased sample of 23,795,395 bits. We applied
the same five standard tests to this debiased sample. The Pearson correlation coefficients are
much smaller for the debiased sample, as shown in figure 4, indicating that the 15-bit interval
correlations have been removed by the rearrangement of bits which occurred when applying the
recursive von Neumann algorithm.
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Figure 4. Pearson corre-
lation coefficient of the full
bit sequence of the debi-
ased sample (blue dots) and
a true random sample (red
line) with 1-bit to 40-bit de-
lays of the sequence.

The relative frequency of zeros and ones in the debiased sample is 0.5001 and 0.4999
respectively, which shows that the bias towards zero has indeed been removed. The distribution
of integers is much closer to a uniform distribution, as can be seen in figure 5, and their average
is 127.46 reflecting the removal of bias. The run length distributions for zeros and ones for the
debiased sample are shown in figure 6 and also reflect the removal of bias. The gradient of the
best fit line is (−1.004 ± 0.008) and (−1.007 ± 0.005) for runs of zeros and ones respectively,
both of which are closer to the expected result for a true random bit sequence. Furthermore, we
find that the Shannon entropy for 8-bit strings is 7.99994 bits and obtain 3.134 for an estimate
of π, both of which show improvement in the quality of the random bits.
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Figure 5. Distribution of integers for the debiased
sample (blue dots) and a true random sample (red
line).
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Figure 6. Run length distributions
for zeros (blue dots) and ones (blue
crosses) for the debiased sample.

Table 1. Summary of NIST test results for the debiased sample. A sequence passes a test if
the p-value (the probability that a true random number generator would generate the given bit
sequence or a less random bit sequence) is greater than 0.01. ‘Required’ is the required number
of sequences which must pass a test for the sample to pass and ‘Proportion’ is the number of
sequences which passed. The p-values quoted in the final column arise via applying a χ2 test to
the p-values obtained for the individual sequences and can be used to assess their uniformity.
When a test consists of more than 5 separate tests (indicated with *) averages were taken.

Statistical Test Required Proportion p-value

230 234 0.231016
230 234 0.735559
230 233 0.236279
230 232 0.043540
230 236 0.158711
230 235 0.247079
230 234 0.547343
230 233 0.609979
230 234.36 0.420221
21 22 0.392456
21 23 0.788728

230 236 0.565084
10 12 0.358879
10 11.89 0.344683
21 23 0.105618
21 23 0.484646

Frequency
Block Frequency
Cumulative Sums 1
Cumulative Sums 2
Runs
Longest Run of Ones
Binary Matrix Rank
Discrete Fourier Transform
Non-overlapping Template*
Overlapping Template
Universal Statistical
Approximate Entropy
Random Excursions*
Random Excursions Variant*
Serial 1
Serial 2
Linear Complexity 21 23 0.105618

3.3. NIST Statistical Test Suite
For a more stringent test of the quality, we applied the NIST Statistical Test Suite [13] to the
debiased sample. This is an industry standard test suite for random number generators, aimed
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at assessing their suitability for use in cryptographic applications. The debiased sample passed
all 15 NIST tests at the required 1% significance level. The results are presented in table 1. The
Overlapping Template, Universal Statistical, Random Excursions, Random Excursions Variant,
Serial and Linear Complexity tests were run with 23 sequences, each consisting of one million
bits. The other tests were run with 237 sequences, each consisting of one hundred thousand bits.
The block length was adjusted to 1128 and 1000 in the Block Frequency and Linear Complexity
tests respectively. Default values were used for the block length in the other tests.

The NIST test results for the debiased sample clearly demonstrate the importance of post-
processing, since previous implementations on superconducting systems, in which no post-
processing was done, did not pass any NIST tests [10]. Photonic quantum random number
generators also generally require post-processing to pass the NIST Statistical Test Suite [1, 2, 9].

4. Conclusion
We generated a sample of 24 million bits using the ibmq 16 melbourne quantum processor. This
raw sample showed a small bias towards zero, which was removed by applying the recursive
van Neumann algorithm [12]. The resulting debiased sample passed the NIST Statistical Test
Suite [13]. We therefore conclude that, with post-processing, solid-state quantum computers
such as IBM quantum processors can be used to generate random numbers of sufficient quality
for cryptographic applications.
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Abstract. Iron-cobalt alloys are considered a good candidate for high-temperature applications 

due to their high saturation magnetization and Curie temperature. These alloys are applicable in 

the automotive industry as actuators, however, suffer low levels of ductility at room temperature. 

In this study, ternary alloying is used to investigate the strength of the alloys. Titanium is chosen 

as the alloying element since it has the potential to enhance the ductility of the alloy system. A 

density functional theory study applying the supercell approach was used to investigate the 

stability and magnetic behaviour of B2 Fe50Co50-XTiX (0 ≤ X ≤ 50) structures. Full structural 

optimization have been performed and provided equilibrium ground-state properties for both 

binary and ternary system in good agreement with previous studies to with 1 %. The stability of 

Fe50Co50-XTiX is evaluated from the formation energies, elastic properties, magnetic properties 

and phonon dispersion curves. We find that the thermodynamic stability increases with an 

increase in Ti content. Furthermore, the calculated Pugh’s and Poisson’s ratios showed that 

alloying with Ti effectively enhances ductility. Moreover, Fe50Co50-XTiX systems showed 

positive shear modulus for the entire concentration range, a condition of mechanical stability. It 

was also revealed that the Ti addition does not compromise the magnetic properties of the alloy 

greatly. Thus, the results suggest that the B2 Fe50Co50-XTiX alloy can be used for the development 

of magnetic components with good strength that can be used for actuator applications. 

1. Introduction

Fe-Co alloys represent a crucial group of soft magnetic materials [1, 2, 3] which provides remarkable

magnetic properties due to their scarce combination of good properties such as high mechanical strength,

low coercivity, high permeability, and highest saturation magnetization. [4]. These alloys find

application in pole tips for high field magnets, data storage, and high-performance transformers [5].

They also have the potential for use in the manufacturing of aircraft and jet engines, but they are rarely

used due to their low levels of ductility at room temperature [6]. The workability of these alloys can be

improved by ternary additions which may lead to higher tensile strength and elongation at room

temperature.

Ternary alloying with Pd was investigated previously to improve the ductility of FeCo [7]. However, 

no information was given on how this affected the magnetic properties of the material since Pd reduced 

a considerable amount of Fe, which may lead to weak magnetic properties. In another study, it was 

reported that the addition of vanadium on the B2 Fe-Co alloy relieved the poor ductility and facilitated 

hot rolling in the disordered state by up to 90 %. Comparable to other alloying elements, adding 

vanadium to Fe-Co alloy weakens its magnetic properties [4]. In this study, we have used the plane-

wave implementation of density functional theory (DFT) to investigate how ternary alloying can 
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improve the ductility of a typical bimetallic alloy, i.e. FeCo. Titanium was chosen as the alloying 

element since it has the potential to enhance the ductility of the alloy system without compromising the 

magnetic strength [8]. Furthermore, structural, mechanical, and thermodynamic properties were 

evaluated to ascertain the influence of Ti addition in the FeCo system. 

2. Methodology

The calculations were carried out using the Vienna ab initio simulation package (VASP) code [9] based

on density functional theory [10, 11] along with the projector augmented wave (PAW) pseudopotential

[12]. We have used the generalized gradient approximation (GGA) of the Perdew-Burke-Ernzerhof

(PBE) exchange-correlation functional [13] since it provided better results compared to other

functionals. An energy cut-off of 500 eV was used, to achieve a good convergence of the parameters.

The k-spacing of 0.2 1/Å (12X12X12) for B2 FeCo was used according to Monkhorst and Pack [14]. A

2x2x2 B2 Fe50Co50 supercell was used to generate different compositions (6.25, 18.75, 25, 31.25 and

43.75 at. % Ti). The most favorable Co substation-sites were chosen based on the lowest possible total

energy values i.e. the structure with the lowest energy was considered for each concentration. Note that

the Pm-3m symmetry was maintained in all calculations since there was no significant difference with

the results of the P1 symmetry. The structures were fully relaxed with respect to the volume, shape and

internal atomic positions until the atomic forces were less than 0.01 eV/Å.. Their stability was evaluated

using heats of formation and the Born elastic stability criteria [17,18]. All calculations were subjected

to spin polarization to take account of the magnetization. The PHONON [26] code was used to determine

the phonon dispersion curves of both binary and ternary systems. The atomic arrangements of pure FeCo

and supercell are shown in figure 1.

3. Results and discussions

3.1. Structural and thermodynamic properties

Figure 2 shows the equilibrium lattice parameters for the Fe50Co50-xTix (0≤ 𝑥 ≤50) alloys. The

equilibrium lattice parameter of binary B2 FeCo was predicted to be 2.844 Å (2.840 Å [16]) which

agrees very well with experimental data to within 1 %. It was noted that the lattice parameter of the

Fe50Co50-xTix decreases as Ti content is increased (see figure 2).). This is due to the large atomic radius

of Ti (1.76 Å [27]) compared to Co (1.52 Å [28]). The thermodynamic stability of Fe50Co50-xTix is argued

through the predicted heats of formation (∆Hf). ∆Hf was calculated by subtracting the individual atomic

energies (Fe, Co, Ti) from that of the bulk system:

∆𝐻𝑓 = 𝐸𝐶 − ∑𝑖 𝑥𝑖 𝐸𝑖,      (1) 

where 𝐸𝐶  is the calculated total energy of the compound and 𝐸𝑖 is the calculated total energy of the

element in the compound. Note that for a structure to be stable, the heat of formation must have the 

lowest negative value (∆Hf < 0) otherwise, a positive value implies instability. In figure 3, we show the 

heats of formation for the B2 Fe50Co50-xTix systems for concentrations 0 ≤ 𝑥 ≤50. The heats of formations 

for the binary B2 Fe50Co50 was found to be -0.057 eV/atom (-0.065eV/atom [25]) which is in good 

Figure 1. The atomic arrangements of the unit cell (a) binary B2 FeCo (b) B2 FeCo-Ti (2x2x2 

supercell) with the space group Pm-3m. 

(a) Fe 

Co 

Ti 

(b)
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where 𝐸𝐶  is the calculated total energy of the compound and 𝐸𝑖 is the calculated total energy of the

element in the compound. Note that for a structure to be stable, the heat of formation must have the 

lowest negative value (∆Hf < 0) otherwise, a positive value implies instability. In figure 3, we show the 

heats of formation for the B2 Fe50Co50-xTix systems for concentrations 0 ≤ 𝑥 ≤50. The heats of formations 

for the binary B2 Fe50Co50 was found to be -0.057 eV/atom (-0.065eV/atom [25]) which is in good 

agreement with the theoretical value in parenthesis to within 3%. It was found that the ∆Hf decreases as 

Ti content is increased, which implies that the structure becomes thermodynamically stable. 
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Figure 2. Lattice parameter (Å) against atomic percent Ti for Fe50Co50-XTiX 

alloys (0≤x≤50). 

Figure 3. Heats of formation, ∆Hf against atomic percent Ti for Fe50Co50-

XTiX alloys (0≤x≤50). 
3.2. Elastic and magnetic properties 

The elastic properties give important information about the mechanical stability of compounds. For a 

cubic crystal structure (i.e B2 Fe50Co50-xTix), there are three independent elastic constants (C11, C12 and 

C44), in which case the structure is considered stable if it satisfies the cubic stability criterion as described 

elsewhere [17, 18]: 
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The elastic properties give important information about the mechanical stability of compounds. For a 

cubic crystal structure (i.e B2 Fe50Co50-xTix), there are three independent elastic constants (C11, C12 and 

C44), in which case the structure is considered stable if it satisfies the cubic stability criterion as described 

elsewhere [17, 18]: 

𝐶11 > 𝑐12, 𝐶44 > 0, and 𝐶11 + 2𝐶12 > 0, (2) 

2
𝐶′=

1
(𝐶11 − 𝐶12) ˃0

In figure 4, it is seen that all the independent elastic constants are positive, confirming that the 

Fe50Co50-xTix alloys are stable in the entire composition range. More importantly, the 𝐶′ is positive

(𝐶′˃0) which indicates mechanical stability. The 𝐶′ is slowly varying (at low concentration) and

increases slightly with the increase in Ti concentration above 25 at.%. This trend is similar to that of 

C11, however, the C11 plot is higher. We also observe a coupling of 𝐶′ and C44 at about 35 at. % Ti, while

𝐶′ coincide with C12 at about 43.75 at. % Ti. This is attributed to a possible phase transformation from

B2 to B19, similar observations were reported previously [24]. 

  To measure the ductility of the materials, we have calculated the Pugh (B/G) and Poisson's ratios 

as shown in Figure 5 (a) and (b), respectively. Note that a structure is considered ductile if the B/G ratio 

is greater than 1.75 and otherwise brittle as noted elsewhere [19]. The structures (see figure 5(a)) were 

observed to be ductile for the entire concentration range since all ratios were greater than the critical 

value of 1.75.  

  Poisson‘s ratio (𝜎) was also evaluated to confirm the ductility of the material. Note that the structure 

is considered ductile when σ is greater than 0.26 otherwise brittle [20]. As the content of Ti is increased, 

the σ values were found to be greater than 0.26 in the entire concentration that is a condition of ductility 

(see figure 5 (b)). 
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The total magnetic moments were calculated to check the magnetic strength of both binary Fe50Co50 

and ternary Fe50Co50-xTix systems. A positive value of total magnetic moment indicates good magnetic 

strength. The initial magnetic moments were defined for every atom by assigning a chosen value for Fe 

(3 µB) and Co (2 µB). Figure 6 shows the total magnetic moments of Fe50Co50-xTix alloys as a function 

of Ti atomic composition. The contributions for each element in the system are also shown and indicate 

poor magnetic strength for Ti (low magnetic moments), and highest for Fe. The total magnetic moment 

of the binary B2 Fe50Co50 alloy was found to be 4.530 µB in good agreement with the theoretical value 

of 4.479 μB [25]. It can be seen that the total magnetic moment decrease with an increase in Ti 

composition. At 43.75 at. % Ti (0 μB), the structure transition from ferromagnetic to diamagnetic, 

similar observations were discussed elsewhere [29, 30]. 
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Figure 5. (a) B/G ratio and (b) Poisson’s ratio against atomic percent Ti for 

Fe50Co50-XTiX alloys (0≤x≤50). 
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Figure 6. Total magnetic moments against atomic percent Ti for Fe50Co50-XTiX alloys 

(0≤x≤50). The contributions of the individual elements (Fe, Co, Ti) are also included for 

reference.  

3.3. Phonon dispersion curves 

The Phonon dispersion curves were calculated to determine the structural stability of B2 Fe50Co50-xTix 

alloys and are illustrated in figure 7. It can be seen that the phonon dispersion curves of B2 Fe50Co50-

xTix are vibrational stable for the entire concentration range (0≤x≤50) due to the absence of soft modes 

(i.e., negative frequency) along all the Brillouin zone directions. This observation suggests that Ti 

addition does not compromise the stability of the B2 Fe50Co50 structure, and this prediction is consistent 

with the elastic moduli Cij that are given in figure 4. 

3. Conclusion

The DFT results revealed a significant effect of Ti content on the structural, magnetic, and mechanical

properties of B2 FeCo alloy. The results showed that Fe50Co50-xTix is thermodynamically stable at high

concentrations displaying the lowest heats of formation value. It was found that Fe50Co50-xTix alloys are

mechanically stable for the entire concentrations according to the cubic stability criteria. Furthermore,

the ductility is enhanced due to an increased tendency in the Pugh (B/G) and Poisson ′s ratio with an

increase in Ti concentration above the critical point. The phonon dispersion curves showed mechanical

stability for the entire concentration of Fe50Co50-xTix (0≤x≤50). Ternary addition of Ti slightly reduces

the total magnetic moments of B2 FeCo, however, maintained the magnetic strength as well as the

mechanical stability. The present findings may guide the future development of Ferromagnets made up

of new Fe50Co50-xTix alloys.
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Abstract. The accelerated expansion of the universe and the rotational dynamics of galaxies
have become part of the mysteries of the physical world and have had theorists working tirelessly
in the past years. There is no consensus on what is causing these observable effects: whether it is
the yet-to-be-discovered dark energy and dark matter or it is the breaking down of our currently
accepted theory of gravity, General Relativity, on larger scales. In this paper, we assume it is
the latter and analyze Rn-gravity - a type of modified theory of gravity - in the Bianchi Type-V
spacetime. Numerous accelerating solutions are found and their stability is analyzed. There is
one particular solution that was found to be stable for a wide range of values of n and it makes
for a possible solution for the accelerated expansion anomaly.

1. Introduction
The dynamics of the cosmos at large are nothing like any system we have encountered in the
solar system. Experimental evidence indicate that galaxies are moving apart instead of pulling
together as gravity would have them [1, 2]. To account for this, an energy density with a negative
pressure is included into the energy budget of the universe when calculations are being carried
out in the standard model of cosmology [3]. This energy cannot be accounted for using any of
our most successful theoretical tools, in fact, the results are disastrous. In the frame work of
quantum field theories, the expansion was attributed to the vacuum energy which observations
have shown to have a density of not more than 10−29g/cm3 [4]. The theoretical calculations,
however, exceeds this bound by 55 orders of magnitude [4].

There is a search for a theory that contains the undisputed General Relativity as a subset and, at
the same time, explain why is spacetime expanding. Various candidates have been put forward,
ranging from quantum field theories to the so-called modified theories of gravity [5]. One of the
promising of the modified theories is Rn-gravity, obtained from replacing the Ricci scalar R in
the Einstein-Hilbert action (in normalized units) [6, 7, 8, 9]

SEH =
1
∫
dx4
√
−g(R+ 2LM ), (1)

2

with Rn such that the generalized action is

S =
1

2

∫
dx4
√
−g(Rn + 2LM ). (2)
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Here g is the determinant of the metric tensor and LM is the matter Lagrangian. Varying the
action (2) with respect to the metric, performing a 1+3 covariant decomposition to the resulting
field equations, and imposing the Bianchi V group of isometries onto the underlying spacetime,
we obtain the field equation for Rn-gravity in Bianchi Type V spacetime for a non-tilted fluid:

ȧ = −1

3
aΘ,

σ̇ = −Θσ − (n− 1)
Ṙ

R
σ,

Θ̇
R

= + (n− 1)
Ṙ

R
Θ− ρ

nRn−1
− 1

3
Θ2 − 2σ2, (3)

2n
ρ̇ = −Θ(1 + ω)ρ,

0 =
1

3
Θ2 − 3a2 − σ2 − (n− 1)

2n
R− ρ

nRn−1
+ (n− 1)

Ṙ

R
Θ.

Here σ is the shear scalar, ρ is the matter density, Θ is the rate of expansion scalar, ω is the
equation of state parameter, and a is a parameter related to the spatial curvature scalar, R̃, by
the formula R̃ = −6a2 [3, 10, 11].

2. Analysis
Defining the expansion-normalized variables [7, 9]:

dτ := Θdt, Σ :=
3σ2

Θ2
, W :=

9a2

Θ2
,

x :=
3Ṙ

(n− 1), y :=
3R

(n− 1), z :=
3ρ

nRn−1Θ2
, (4)

RΘ 2nΘ2

and substituting into (3), we obtain the dimensionless equations:

W ′ =
2W

3

(
1− n

n− 1
y −W + Σ

)
,

Σ′ = −2Σ

3

[(
2n− 1

n− 1

)
y + z − 2W

]
,

y′ =
y

3(n− 1)
[(3− 2n)W + (2n− 1)Σ− (2n− 1)y + z + (4n− 5)] , (5)

z′ =
z

3

[
−z + (2− 3ω)− 3W + Σ−

n− 1
y

(
3n− 1

) ]
.

¨

For brevity we focus our attention on the vacuum solutions, z = 0. The fixed points and the
corresponding solutions are summarized in tables 1 and 2, respectively. Of all the obtained solu-
tions, only the solution at the fixed point B could produce an accelerating spacetime depending
on the value of n. Mathematically, the slope, l̇(t), and the concavity, l(t), of the scale factor,
l )a(t), are always)p (ositive√ for ccelerating solutions. For the scale factor in B, this is true for(

−∞, 1−
√

2 2 , 2n ∈ 3 ∪ 1+ 3 .

Stability analysis [12, 13] show that this fixed point is a stable node for n ∈
(
−∞, 1−

√
3

2

)
∪
(
1
2 , 1
)
∪(

1+
√
3

2 ,∞
)

, a saddle for n ∈
(
1−
√
3

2 , 12

)
∪
(
5
4 ,

1+
√
3

2

)
and an unstable node for 1 < n < 5

4 . Com-

paring the values of n such that B is stable and those which result in accelerating solutions, it is
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Table 1. Local fixed points for the vacuum solutions.
(Σi,Wi, yi)

Point A (0, 1, 0)

Point B
(

0, 0, 4n−52n−1

)
Point C

Point D

[0,−2n2 + 2n+ 1, 2(n− 1)2][
−n(4n−5)

2(2n−1) ,−
n−2
2 ,− (n−1)(n−2)

2n−1

]
Line L1 (Σ∗, 0, 0), Σ∗ ≥ 0

Table 2. Vacuum solutions at each fixed point.
a(t) σ(t) R(t) l(t)

Point A a = a0(t− t0)−1 0 l(t) = l0(t− t0)

Point B 0 0 l(t) = l0(t− t0)
(2n−1)(1−n)

n−2

Point C a = a0(t− t0)−1 0 l(t) = l0(t− t0)

Point D a = a0(t− t0)−1 σ = σ0(t− t0)2n−5 l(t) = l0(t− t0)

Line L1 0 σ = σ0(t− t0)−
2+Σ∗
1+2Σ∗

0

R = 6n(4n−5)(n−
2 2
1)(2n−1)

(n−2) t

R = 12n(
2
n−1)
t

R = 6n(2−n)
2(2n−1)t

0 l(t) = l0(t− t0)
1

1+2Σ∗

seen that B is stable for all values of n that result in accelerating solutions. This implies that any
initial conditions in the vicinity of B will have solutions which qualitatively behave like those of
B [12]. Roughly speaking, this means that a universe which has an initial state similar to that
described by the solutions of B, will evolve to have characteristics which are similar to those of B.

The phase space is unbounded and asymptotic fixed points must be considered to complete the
analysis. Performing the following change of variables:

Σ = r̄ cosφ sin θ,

W = r̄ sinφ sin θ, (6)

y = r̄ cos θ,

where r̄ = r
1−r [7, 14], 0 < φ ≤ π

2 and 0 < θ < π, and taking the limit r̄ → ∞ (r → 1) the
equations in (5) reduce to:
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Table 3. Asymptotic fixed points and solutions for the scale factor.
Point (φi, θi) Scale factor

A∞ (0, 0) |τ − τ∞| =
[
C1 ± C0

∣∣∣ n−12n−1

∣∣∣ (t− t0)] 2n−1
n−1

B∞ (0, π2 ) τ − τ∞ = C1 ln |t− t0|+ C2

C∞ (π2 , 0) |τ − τ∞| =
[
C1 ± C0

∣∣∣ n−12n−1

∣∣∣ (t− t0)] 2n−1
n−1

D∞ (π2 ,
π
2 ) |τ − τ∞| =

[
C1 ± 1

2C0(t− t0)
]2

E∞
[
arctan

(
1
3

)
, π2
]
|τ − τ∞| =

[
C1 ± 1

2C0(t− t0)
]2

Table 4. Asymptotic fixed points and solutions for the scale factor.
Point a(τ) σ(τ) R(τ)

A∞ 0 0 R = R0
n

2n−1 |τ − τ∞|
1

2n−1

B∞ 0 σ = σ0e
τ−τ∞ 0

C∞ 0 σ = σ0

√
n−1
2n−1 |τ − τ∞|

1
2(2n−1) R = R0

n
2n−1 |τ − τ∞|

2n
2n−1

D∞ a0 0 0

E∞ a0 σ0 0

r′ = −sin2 θ

3

{
2 cos2 φ[cos θ + (cosφ− 3 sinφ) sin θ] +

1

n− 1
[cos θ + (sinφ+ cosφ) sin θ]

}
+

1

3

[
3− 2n

n− 1
sinφ sin θ +

2n− 1

n− 1
cosφ sin θ − 2n− 1

n− 1
cos θ

]
, (7)

θ′ = − sin 2θ

6(1− r)

{
2 cos2 φ[cos θ + (cosφ− 3 sinφ) sin θ] +

1

n− 1
[cos θ + (sinφ+ cosφ) sin θ]

}
,

(8)

φ′ =
sin 2φ

3(1− r)
[cos θ + (cosφ− 3 sinφ) sin θ] . (9)

The fixed points and the solutions are given in tables 3 and 4. The stability of the fixed points
is summarized in table 5 and none of them are stable as can be seen therein.
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Table 5. Stability of the asymptotic fixed points in vacuum
Point Eigenvalues r′ n < 1/2 1/2 < n < 1 n > 1

A∞
[
2
3 ,−

2n−1
3(n−1)

]
− 2n−1

3(n−1) Saddle Saddle Saddle

B∞
[
2
3 ,

2n−1
3(n−1)

]
0 Unstable Saddle Unstable

C∞
[
−2

3 ,−
1

3(n−1)

]
− 2n−1

3(n−1) Saddle Saddle Saddle

D∞
[
2, 1

3(n−1)

]
−2

3 Saddle Saddle Unstable

E∞
[
−
√
10
5 , 2

√
10

15(n−1)

]
2
√
10

15 Stable Stable Saddle

3. Conclusion
Although Bianchi models are generally anisotropic, the accelerating solution discussed describe
a spatially flat and anisotropic universe . And since this is a vacuum solution, the acceleration is
not influenced by any energy but is an intrinsic property of spacetime. Furthermore, due to the
stability of the solution, the universe whose gravitational interaction is governed by Rn-gravity
is more likely to asymptotically approach a flat, isotropic and expanding state. This is indeed
our own universe. It was shown in [8] that for n = 1.4 and n = 0.6 the Rn model does mimic the
real universe in the context of the FLRW metric, however. The model discussed in this paper
allows for anisotropies in the early universe and thus is more general than the model discussed
in [8].
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Abstract. We propose a reference frame independent quantum key distribution (RFI-QKD),
allowing three legitimate parties to share a common secret key without aligning reference frames
in their quantum channels. Furthermore, we relax the perfect state preparation assumption
by employing a loss tolerant technique, making the proposed protocol suitable for practical
applications. The results show that the proposed RFI-QKD with an imperfect source is
comparable to the RFI-QKD with a perfect source. Moreover, we investigate the impact of
reference frame misalignment on the stability of our protocol when the reference frames drift by
various misalignment angles. Also, we demonstrate that our protocol is not heavily affected by
an increase in misalignment of reference frames and it finds immediate applications in quantum
networks.

1. Introduction
Quantum key distribution (QKD) provides information-theoretically secure communication by
exploiting the laws of quantum mechanics to detect an eavesdropper [1, 2]. Since the inception
of the primitive BB84 protocol [3], considerable theoretical and experimental efforts have been
accomplished to improve the security and implementation of QKD. However, several challenges
remain for QKD to become fully adopted in securing communication. One of the challenges in
the practical implementation of QKD is a requirement for an aligned reference frame between
the communicating parties [4, 5, 6]. However, Laing et al. (2010) proposed the reference
frame independent (RFI) protocol to address this problem of alignment [4]. Typically, various
QKD security proofs assume perfect state preparation. But, in practical implementations, this is
impossible due to inherent deficiencies of photon sources [7]. Thus, Tamaki et al. (2014) recently
proposed a loss-tolerant protocol that is robust against channel losses due to state preparation
flaws and capable of attaining key rates comparable to a protocol that assumes perfect encoding
[8]. Furthermore, considering that this protocol is resource-efficient, we employ the loss tolerant
technique in our security proof, making the proposed protocol suitable for practical applications.

Against this background, we harness the loss tolerant protocol and derive the security bounds
under the imperfect state preparation for the three-party RFI protocol. Also, we demonstrate
that the number of communicating parties can be further extended and still achieve a secret key
rate and transmission distance comparable to the traditional two-party QKD.

2. Operation of the proposed protocol
State preparation
In each run i, Alice prepares a two-photon entangled state using a Spontaneous Parametric
Down Conversion source (SPDC). She then randomly selects the basis ai ∈ {X,Y, Z} with
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Figure 1: The schematic diagram of the three-party RFI-QKD protocol. Alice starts by
preparing a two-photon entangled state using an SPDC source. The acronyms IM, BS and
SPD stand for intensity modulators, beam splitter, and single-photon detectors.

probabilities pz and pc = 1 − pz, respectively. Here, Z basis is chosen with probability pz >
1
2

and the complementary bases, {X,Y } with probability pc = 1−pz. She applies phase modulation
θA ∈ {0, π2 }, θA ∈ {

π
4 ,

3π
4 } and θA ∈ {π, 3π2 } when she selects the Z, X and Y basis, respectively.

Here the phase values θA ∈ {0, π4 , π} and θA ∈ {π2 4 ,
3π
2, 3π } are assigned bit values ri = 0 and

ri = 1, respectively. Note that for each run i, Alice performs the same phase shift to both
entangled photons, i.e., both photons are prepared in the same state, therefore she keeps one
bit value ri corresponding to that state. The two photons are delivered to Bob and Charlie via
insecure quantum channels.

Measurement
Upon receipt of photons, Bob and Charlie measure them using the basis bi ∈ {X,Y, Z} and
ci ∈ {X,Y, Z}, respectively, with probabilities pz and pc. They choose uniform random bits
ri
′ ∈ {0, 1, ∅} and ri

′′ ∈ {0, 1 ∅} to store their outcomes. Here the symbol ∅ corresponds to
inconclusive result and is assumed the same for all bases. In this protocol, Alice, Bob, and Charlie
share a common aligned measurement basis ZA = ZB, ZA = ZC while other measurements bases
X and Y are allowed to vary by an arbitrary angle β slowly (See Figure 1). Due to drift in
reference frames, the measurement bases complementary to the Z basis are given by XB =

cosβXA + sinβYA, XC = cosβXA + sinβYA, and YB = cosβYA − sinβXA, YC = cosβYA − sinβXA.

Sifting
Alice, Bob and Charlie publish their basis choices over an authenticated classical channel. We
define the set Z := {i : ai = bi = ci, ri

′ 6= ∅, ri′′ 6= ∅}. The first steps are repeated as long as
|Z| < n. Here n corresponds to the required number of bit strings to form a raw key. The raw
key is extracted from cases where Alice prepared her states in the Z basis while Bob and Charlie
measured their received qubits in the Z direction.

3. Security Analysis

2

After the sequential transmission and measurement of optical pulses, Alice, Bob, and Charlie
possess partially correlated bit strings. They proceed with the parameter estimation step
to deduce the bit error rate in the key basis. The quantum bit error rate is given by
EZZZ = 1−〈ZAZBZC〉 , where ZA represents that Alice prepared two states in the Z basis while ZB
and ZC denote that Bob and Charlie’s measure received states in the Z direction, respectively.
The measurement results in the complementary bases are used to estimate the information that
has leaked to Eve. To compute Eve’s knowledge on the key, we consider a depolarising channel
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where EZZ ≤ 15.9% [4]. The bound is given by [6]

kgIE = (1− EZZZ)h

(
1 + umax

2

)
− EZZZh

(
1 + v(umax)

2

)
+ EZZZ log27, (1)

√
C/4, 1 49

19where umax = min −
1
ZZZ

and v(u ) = C/4− (1− E )2u21 E max ZZZ max

[ ] √ [ ]
/EZZZ . The

statistical quantity C defined as

C = 〈XAXBXC〉2 + 〈XAYBXC〉2 + 〈XAXBYC〉2 + 〈YAXBXC〉2 + 〈YAYBXC〉2 + 〈YAXBYC〉2

+ 〈YAYBYC〉2 + 〈XAYBYC〉2,
(2)

C is independent of β, 〈ΓAΓBΓC〉 (with Γ ∈ {X,Y }), corresponds to the expectation that Alice
prepares two states in the basis ΓA while Bob and Charlie measure received states in basis ΓB
and ΓC , respectively. To estimate C, the angle β is assumed to vary slowly in time short enough
to allow for the exchange of keys. The expression in Equation 2 can be rewritten as

C = (1− 2EXXX)2 + (1− 2EXXY )2 + (1− 2EXY Y )2 + (1− 2EY XX)2 + (1− 2EY Y X)2

+ (1− 2EXYX)2 + (1− 2EY XY )2 + (1− 2EY Y Y )2.
(3)

(e (aTo compute C, we employ a loss tolerant technique which takes into consideration the
imperfections in the phase modulation of photons [8]. Th actua states th t Alice prepares

are |φ0Z〉 = |0Z〉, |φ1Z〉 = sin δ1
2 |0Z〉 + cos δ12 |1Z〉, |φ0X〉 = cos π

4 + δ2
4

l)
|0Z〉 + sin π

4 + δ2
4

)
|1Z〉, and

π
4

( )
|0 〉 + i sin

(
π
4|φ0Y 〉 = cos + δ3 + δ3

4 Z 4

)
|1Z〉. These signal states can be written in terms of an

identity and Pauli matrices and their density matrix representation is given by ρjα = |φjα〉〈φjα| =
1
2 (1 + njX

ασx + njY
ασy + njZ

ασz). Here njα
α denotes the coefficient of the Bloch vector of ρjα where

2

α ∈ {X,Y, Z} and j ∈ {0, 1}. From this representation of signal states, one can obtain the
joint probability, Y ωjα; kβmβ (ω ∈ {X,Y, Z}), that Alice prepares any of the states |φjα〉 while
Bob and Charlie measure them in the basis β and obtain bit values s and t. This can be
realized through exploitation of transmission rate of the Pauli operators. Subsequently the joint
probability, Y ωjα; kβmβ can be used to estimate error rates in Equation 3 in order to obtain the
value of C. Here, we show how to estimate the phase error rate EXXX ; other parameters can be
obtained similarly. The parameter EXXX is computed by considering a virtual protocol where
Alice prepares entangled state |ΨZ〉 = √1 (|0〉A|φ0Z〉B(C) + |1〉A(B)|φ1Z〉B(C)), (B and C denote the

subsystems sent to Bob and Charlie), and then Alice, Bob and Charlie measure their subsystems
in the X basis. The error rate is expressed as

EXXX =
( )

÷
(Y0ZX,;0virX1X

+ Y0
Z
X

,
;1
vir
X1X

+ Y1
Z
X

,
;0
vir
X1X

+ Y1
Z
X

,
;0
vir
X0X

+ Y1
Z
X

,
;1
vir
X0X

+ Y0
Z
X

,
;1
vir
X0X

Y0
Z
X

,
;0
vir
X1X

+ Y0
Z
X

,
;1
vir
X1X

+ Y1
Z
X

,
;0
vir
X1X

+ Y1
Z
X

,
;0
vir
X0X

+ Y1
Z
X

,
;1
vir
X0X

+ Y0
Z
X

,
;1
vir
X0X

+ Y0
Z
X

,
;0
vir
X0X

+ Y1
Z
X

,
;1
vir
X1X

) (4)

where Y Z,vir
jX ;kXmX

denotes the joint probability that Alice, Bob and Charlie measured |jX〉,

B(C);jX

|kX〉 and |mX〉, respectively. In this hypothetical protocol, the state of pulses received by Bob

(Charlie) can be expressed as σ̂vir = TrA[P̂ (|jX〉A)⊗1B(C)P̂ (|ΨZ〉AB(C))]. Here, P̂ (|x〉) = |x〉〈x|
corresponds to a projection operator for a particular pure state |x〉. The normalized state can

B(C);jX
= σ̂vir

B(C);jX
/Tr(σ̂vir

B(C);jX
be defined as σ̃̂vir ). The joint probability that Alice, Bob and Charlie

measure |jX〉, |kX〉 and |mX〉, respectively is given by

Y Z,virjX ;kXmX
D̂= p(jX)Tr( kX

ˆ̃σ D̂B
vir
;jX )Tr( mX

ˆ̃σC
vir
;jX )

= p(jX)Y Z,virjX ;kX
Y Z,virjX ;mX

(5)
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where D̂kX(mX) is the operator that contains Eve’s operation and Bob (Charlie)’s POVM

measurement, p(jX) represents the probability that Alice chooses X basis and Y Z,vir
jX ;kX(mX)

denotes yields of the states sent to Bob (Charlie). Since the virtual state σ̂virB(C);jX
can also be

expressed in terms of identity and Pauli operators as σ̂vir
B(C);jX

= 1
2

(
1 +

∑
s(t)=x,y,z n

jX
s(t)σ̂s(t)

)
, it

follows that Equation 5 can be rewritten as Y Z,virjX ;kXmX
= p(jX)

∑
s=X,Y,Z nsqkX |s

∑
t=X,Y,Z ntqmX |t.

Therefore, to obtain Y Z,vir
jX ;kXmX

, it suffices to calculate the transmission rate of Pauli operators

D̂defined by qk(m)X |s(t) = Tr( k(m)Xσs(t))/2 with s, t ∈ {1, X, Y, Z}. The parameter ns(t) denotes the
coefficient of Pauli matrices. To evaluate the yield of these states we employ the entanglement
description where Alice prepares state |ΨZ〉 = √1 (|0Z〉A|φ0Z〉B(C) + |1Z〉A|φ1Z〉B(C)) in the Z basis

2

and likewise the preparation of optical pulses in the complementary bases can be described as
a process where Alice generates |ΦX〉 = |0X〉A|φ0X〉B(C) or |ΦY 〉 = |0Y 〉A|φ0Y 〉B(C). By using the
same method previously described for the yield of virtual states, we obtain the expression for
the yield of actual states as

D̂ D̂Yj
ω
α;kβmβ

= p(jα)Tr( kβρjα)Tr( mβρjα) = p(jα)
∑

s=X,Y,Z

nsqkβ |s
∑

t=X,Y,Z

ntqmβ |t

= p(jα)Yj
ω
α;kβ

Yj
ω
α;mβ

(6)

j ;k

with p(jα) denoting probability that Alice measures her subsystems as state jα. The state
ρjα corresponds to one of the four states defined in Equation 3. The parameters Y ω

α β
and

Yj
ω
α;mβ

correspond to the yields of states sent to Bob and Charlie, respectively. We consider the

cases where Bob (Charlie) measured the states sent by Alice in the X basis to determine the
transmission rate of Pauli operators as follows

[Y0
Z
Z ;kX(mX), Y1

Z
Z ;kX(mX), Y0

X
X ;kX(mX), Y0

Y
Y ;kX(mX)]

T =
1

64
A[qkX(mX)|1, qkX(mX)|x, qkX(mX)|y, qkX(mX)|z]

T

(7)

where A =


1 0 0 1
1 sin(2δ1) 0 − cos(2δ1)
1 cos(2Θ2) 0 sin(2Θ2)
1 sin(2Θ3) 0 0

  . Here, Θ2 = π
4 + δ2

2 and Θ3 = 3π
4 + δ3

2 . The same logic

can be applied to determine the yield of virtual states in terms of transmission rate as follows

[Y Z,vir0X ;kX(mX), Y
Z,vir
1X ;kX(mX)]

T =
1

48
B[qkX(mX)|1, qkX(mX)|x, qkX(mX)|y, qkX(mX)|z]

T (8)

where

B =

[
(1 + sin δ1) sin δ1(1 + sin δ1) cos δ1(1 + sin δ1) 0
(1− sin δ1) − sin δ1(1− sin δ1) − cos δ1(1− sin δ1) 0

]
. (9)

By combining the results of Equations 7 and 8 we can deduce the yield of virtual states sent
to Bob and Charlie. The results can then be used to obtain the virtual yield in Equation 5 and
subsequently obtain the expression for error rate EXXX .
4. Estimation of key rate
The key generation rate for our proposed RFI QKD protocol is given by

r = Qµ,1ZZZ(1− IEU )− fECQµZZZh(EµZZZ). (10)

To estimate the above parameters, we consider the channel model proposed in [6], where the
yield of actual states is expressed as

Yj
ω
α;kβmβ

=
∞∑
n=0

p(n|γ)
n∑
i=0

Ci
n(ηBt)

i(1− ηBt)n−i(〈φkβ |φjα〉)2χ(n)
∞∑
n=0

p(n|γ)
n∑
i=0

Ci
n(ηCt)

i

× (1− ηCt)n−i(〈φmβ |φjα〉)2χ(n),

(11)
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where χ(n) =

{
1− Y0 if n > 0

Y0(1− Y0) if n = 0
and Ci

n = n!/[i!(1 − i)!] is the binomial coefficient. The

term p(n|γ) = (n + 1)(γ2 )n/(1 + γ
2 )n+2 denotes probability that the source emits n-photon pulse

when modulated with intensity γ. The parameter ηB(C) represents efficiency of Bob (Charlie)’s
detection system and t denotes the total transmittance of the quantum channel. Y0 corresponds
to the background count rate. According to the decoy-state theory, the overall gain is [9]

Qω,γjα;kβmβ =
∞∑
n=0

Yn
µn

n!
e−µ =

1

2

{[
1 + (1− ed)[e(−ηBt+aηBt)γ − e−aηBγt − (1− ed)eηBγt]

]
[
× 1 + (1− ed)[e(−ηCt+bηCt)γ − e−bηCγt − (1− ed)eηCγt]

]}
,

(12)

where a = (〈φkβ |φjα〉)2, b = (〈φmβ |φjα〉)2 and ed corresponds to the erroneous detection.
Additionally, the overall gain in the Z basis is expressed as

QµZZZ =(QZ,µ0Z;0Z0Z +QZ,µ0Z;0Z1Z +QZ,µ0Z;1Z0Z +QZ,µ0Z;1Z1Z +QZ,µ1Z;0Z0Z +QZ,µ1Z;0Z1Z

+QZ,µ1Z;1Z1Z

) (13)

and the corresponding quantum bit error rate is EµZZZ = (+QZ,µ0Z;0Z1Z + QZ,µ0Z;1Z0Z

+QZ,µ1Z;1Z0Z

+ QZ,µ0Z;1Z1Z +

QZ,µ1Z;0Z0Z + QZ,µ1Z;0Z1Z + QZ,µ1Z;1Z0Z

)
/QZZZ . The gain for single photon components in the Z basis

is expressed as Qµ,1ZZZ = µe−µ
(

0Z;0Z0ZY Z,1 + Y Z,10Z;0Z1Z 0Z;1Z0Z 0Z;1Z1Z 1Z;0Z0Z 1Z;0Z1Z+ Y Z,1 + Y Z,1 + Y Z,1 + Y Z,1 +

Y Z,11Z;1Z0Z + Y Z,11Z;1Z1Z

)
. The parameter IE

U is estimated from value of C and upper bound on the

error rate, E1,U
ZZZ from single-photon contributions as shown in Equation 1. The parameter E1,U

ZZZ
is estimated from the yield of single photons as follows

E1,U
ZZZ = EµZZZQ

µ
ZZZ − e0Y0e−µ ÷

( ) (
e−µ

(
Y 1,L
0Z;0Z0Z + Y 1,L

0Z;0Z1Z + Y 1,L
0Z;1Z0Z + Y 1,L

0Z;1Z1Z

+ Y 1,L
1Z;0Z0Z + Y 1,L

1Z;0Z1Z + Y 1,L
1Z;1Z0Z + Y 1,L

1Z;1Z1Z

))
,

(14)

where Y 1,L
jα;kβmβ

= µ
µν−ν2

[
Qj
ν
α;kβmβ

eν − Qj
µ

α;kβmβ
ν2

µ2 − µ2

µ
−
2
ν2

Q0

]
. The values Qµjα;kβmβ , Qj

ν
α;kβmβ

are gains obtained on conditional probabilities that Alice prepares the state jα, while Bob and
Charlie measure the states kα, mβ, and Q0 is the background gain.
5. Simulation results
We simulate the performance of the proposed protocol on a fiber-based QKD system model.
The plots in Figure 2a were obtained with δ = 0.35, δ = 0.20 and δ = 0.10, which correspond to
deviation of 20.05◦, 11.46◦ and 5.73◦ from the desired phase angle, respectively. For comparison,
we plotted the curve for δ = 0, which corresponds to a perfect encoding scenario. The
characterization of parameter δ is based on its relation to the extinction ratio according to the
definition; | tan(δ/2)|2 = ηex [11]. The non-zero extinction ratio is mainly due to imperfections in
phase modulators and is of order 10−3 in typical experiments. The results demonstrate that the
key rates achieved are comparable to the perfect encoding scenario despite increased encoding
flaws. In Figure 2b, we simulate the secret key rate for three-party RFI protocol as a function
of transmission distance for fixed misalignment degree β = 0, π/5, π/6 and π/7. Despite the
increase in misalignment of reference frames, the achievable key rates are comparable to when
there is no misalignment in reference frames (when β = 0). Also, we simulate the key rate for
the two-party RFI protocol (red lines) for the same parameters in Figure 2a and Figure 2b. It
is evident from both figures that the two-party RFI protocol outperforms our proposed three-
party RFI protocol in terms of achievable secret key rate for different encoding source flaws and
misalignment degrees of β. Nevertheless, our proposed protocol is more resourceful for secure
communication tasks involving multiple parties since a secret key for each party is generated
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Figure 2: Comparison of our protocol with the two-party RFI protocol, (red lines). (a) Expected
secret key rate (in logarithmic scale) for the proposed protocol (blue lines) as a function of
distance measured in km, for the fixed encoding source flaws δ. From left to right, the curves
represent δ = 0.35, δ = 0.20, δ = 0.10 and δ = 0 (blue solid line). The relative rotation of
reference frames is set at β = π/5. (b) Expected secret key rate for the proposed protocol (blue
lines) as a function of distance measured in km, for the fixed misalignment degree β. From left
to right, the curves represent β = π/5, β = π/6, β = π/7 and β = 0 (blue solid line). The
encoding source flaws are fixed at δ = 0.10, dark counts rate, Pd = 1.7 × 10−6, loss channel
coefficient=0.2 km/dB, detection efficiency η = 14.5%, error correction efficiency, fEC = 1.22
and expected photon number for signal states, µ = 0.6, and optimal probability, pz = 0.95 [10].

from a single execution of the protocol. On the contrary, if the two-party QKD protocol is
employed in a multiparty communication scenario, multiple protocols need to be performed to
establish a secret key for each party.

6. Conclusion
We presented a three-party RFI QKD protocol to be implemented without alignment between
the parties. We investigated the performance of our proposed protocol for encoding flaws, and
despite the state preparation flaws, the key rates achieved are comparable to those of perfect
encoding scenarios. Furthermore, we performed a simulation for the variation of the secret
key rate concerning transmission distance for different misalignment degrees (β = π/6, π/8) to
investigate the impact of the shift in the reference frames on statistical quantity C and stability
of the protocol. We demonstrated that our protocol is affected only moderately by an increase
in misalignment of reference frames.
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Abstract.√ We present predictions for the suppression and angular distribution of B and D
mesons in s = 5.5 TeV Pb+Pb collisions at the LHC for central, semi-central and peripheral
collisions. We assume that the QGP produced at the LHC is strongly coupled and that the
heavy quarks are strongly coupled to the QGP, and we employ the Langevin energy loss model
with parameters from AdS/CFT. To account for the theoretical systematic uncertainties related
to how the diffusion is computed across the two theories (i.e. QCD and N = 4 SYM), we use
a momentum dependent and momentum independent diffusion coefficient. We also estimate
theoretical systematic uncertainties due to the mapping of parameters between the two theories,
by using two sets of parameters; one where the temperature of the plasmas in the two theories
is equated, and another where the energy densities of the plasmas are equated. We show that
the RAA(pT ) increases with centrality and that the v2(pT ) is largest in semi-central collisions.

1. Introduction
Heavy-ion collisions have been successful in recreating the conditions of the early universe [1, 2],
thus allowing us to probe and build our understanding of the hot-QCD matter that filled the
universe shortly after the Big Bang. During a heavy-ion event, some of the incident partons
experience hard perturbative interactions and result in the production of high-pT particles [1].
These high-pT particles are the most direct probe of the relevant degrees of freedom in a QGP
[3]; they lose energy as they propagate through the QGP medium [4], and studying this energy
loss allows us to measure the physics of QGP. In particular, we focus on heavy quarks (HQ) since
they are produced very early in the collision and act as identifiable test particles (ideal probes),
navigating the whole evolution of the QGP medium as they participate in and are affected by
its dynamics, but remain conserved [5].

One way of conceptualising how high-pT particles interact with the medium is via the weak
coupling picture, tackled using pQCD techniques [6]. As the HQ propagate through the QGP
medium, they scatter off the various constituents of the medium, leading to radiative and
collisional energy loss [7, 8]. Weak coupling energy loss models have had success in describing
RHIC and LHC data for both light and heavy flavoured particles [6].

In this paper, we will take the strong coupling view (i.e. the heavy quark is strongly coupled
to a plasma that is also strongly coupled) to study this HQ energy loss. Since the relevant
scale for HQ energy loss is the typical momentum transfer during interactions [7, 9] (which also
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informs the HQ diffusion in the QGP), weak coupling techniques can’t be applied in processes
involving a small momentum transfer since non-perturbative corrections become important,
but are impossible to calculate using weak coupling techniques [10]. This regime where the
momentum transfer is small, is the regime where QCD matter is strongly coupled [11], and we
resort to AdS/CFT techniques to perform energy loss calculations [12, 13]. AdS/CFT energy
loss has previously shown a massive over-suppression of high-pT light/heavy flavour compared
to data [3, 14]; however, more recent work [15, 16] shows a jet nuclear modification factor that
is quantitatively consistent with preliminary CMS data.

In addition to the energy loss, the heavy quarks propagate through a ‘different looking’
medium depending on the angle in which they are produced; for example, the quark travels
a different distance depending on its production angle for the various centrality classes, and
experiences a different temperature profile. This difference in the medium results in the
suppression of these heavy quarks having an azimuthal dependence, and we will also present
results for this azimuthal dependence.

2. Langevin energy loss model
The energy loss model that we have employed was developed in [13] and a further discussion
and application of the model can be found in [17, 18]. We obtain the production√ spectrum
of the heavy quarks from FONLL calculations [19, 20] for Pb + Pb collisions at sNN = 5.5
TeV and |y| < 1. The heavy quarks are assumed to be produced in the transverse plane (with
the production angles following a uniform distribution) at an initial time, t0. This production
procedure is described by the Optical Glauber model [21], and for our purposes, we have used
208Pb nuclei and the corresponding parameters can be found in [22].

Once the heavy quark has been produced in the geometry, at thermalisation time (t ∼ 0.6
fm/c), the hydrodynamic background forms and the heavy quark propagates through it while
interacting with the medium. These hydrodynamic backgrounds (used for medium evolution) are
generated by VISHNU 2+1D viscous relativistic hydrodynamics [23, 24]. Then the dynamics of
the heavy quark interacting with the QGP medium (hydrodynamic background) as it propagates
through it, are described by the Langevin equation,

dpi
dt

= −µpi + Fi
L + Fi

T , (1)

in the fluid’s rest frame, where pi is the three-momentum of an on-shell heavy quark that is
moving with constant velocity in the plasma and µ is the drag loss coefficient of a heavy quark
[25]. The stochastic forces (diffusion terms) Fi

L and Fi
T are the longitudinal and transverse

momentum kicks with respect to the quark’s direction of propagation.
In computing the strongly coupled energy loss, we employ results from AdS/CFT [11, 12, 26].

However, there arise theoretical systematic uncertainties related to how the diffusion is computed
across the two theories (i.e. QCD and N = 4 SYM). In [25], it is shown that the diffusion
coefficient grows as ∼ γ5/2 in the longitudinal direction, where γ is the Lorentz gamma factor.
This result comes from forcing the heavy quark to move at a constant velocity by use of an
external force, and the work of [27] suggests instead, that the diffusion coefficient should be
momentum independent in the case where the heavy quark does not experience this forced
motion. In order to account for these uncertainties, we use two different diffusion coefficients;
one that is dependent on momentum, D(p), and one that does not depend on the heavy quark
momentum, D = const.

In the scenario where the diffusion coefficient is dependent on momentum, the drag (µ) and
diffusion (D) are given by [13],

µ =
π
√
λT 2

2MQ
, D =

2T 2

κL
, (2)
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√twhere MQ is the mass of he heavy quark in a plasma of temperature T , λ is the ’t Hooft

coupling constant, κL = π λT 3γ5/2 is the mean squared longitudinal momentum transfer per
unit time, and carries the momentum dependence of the diffusion. Note that this construction
of parameters does not obey the fluctuation-dissipation theorem [13] and the transport scheme
only leads to thermalization in the pT → 0 limit where the fluctuation-dissipation theorem is
satisfied.

On the other hand, in the scenario where the diffusion coefficient does not depend on the
heavy quark’s momentum, the drag (µ) and diffusion (D) are given by [11, 27]:

µ =
π
√
λT 2

2E
, D =

T

MQµ
=

2T 2

κ
, (3)

√
where in this scenario, κ = π λT 3 does not contain a momentum dependence and E is the
energy of the heavy quark in the local fluid rest frame. In this scenario, the momentum
fluctuations are required to obey the fluctuation-dissipation theorem and the drag and diffusion
are related by the Einstein relations.

The drag and diffusion coefficients in both the D(p) and D = const cases have a temperature
and ’t Hooft coupling dependence. The mapping of these parameters between the two theories
(i.e. QCD and N = 4 SYM) also introduces theoretical systematic uncertainties to our energy
loss calculation. To account for these uncertainties, we have used two sets of parameters as
outlined below [13, 28]:

(i) Equal Temperature and Parameters (ET): TSYM = TQCD, λ = 4π×0.3×3 ' 11.3.

SYM 1
1
/3 4(ii) Equal Energy Density and HQ Potential (EE): T = TQCD, λ = 5.5.

The ET parameters compare QCD to N = 4 SYM theory at the same temperature and the
’t Hooft coupling is fixed by equating the coupling in the two theories. On the other hand,
for EE parameters, the energy densities between the two plasmas (i.e. QCD and N = 4 SYM
plasma) are equated, resulting in the temperature relation given in (ii). The ’t Hooft’ coupling
is then computed by comparing the static force between a quark and antiquark between the two
theories, which yields λ = 5.5 [12]. Further discussions on the energy loss model and the various
parameters we have employed can be found in [13, 17, 27, 29].

3. Results
The results of this paper are the √comparison of the nuclear modification factor, RAA(pT ), and
the v2(pT ) for B and D mesons at sNN = 5.5 TeV, |y| < 1 for Pb + Pb collisions in central,
semi-central and peripheral collisions. The RAA(pT ) and v2(pT ) are defined as follows:

RAA(pT ) =
dNAA/dpT

(4)
〈Ncoll〉dNpp/dpT

RAA(pT , φ) = RAA(pT ) [1 + 2v2(pT ) cos(2φ)] . (5)

The results will compare the four different scenarios discussed in the previous section, i.e. a
momentum dependent and independent diffusion coefficients, D(p) and D = const respectively,
as well as the ET and EE parameters. The horizontal bars represent the bin widths, while the
vertical bars represent the statistical uncertainties.

In Figure 1, we show the centrality (a measure of how far apart the centres of two colliding
nuclei are) dependence of RAA(pT ) for the EE, D(p) parameters for B and D mesons. There
is less suppression as we move from central to peripheral collisions (for both B and D mesons).
This is due to the initial geometry of the colliding nuclei; in peripheral collisions, less QGP
is produced and the heavy quarks spend less time in the QGP medium and lose less energy
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Figure 1. EE, D(p) RAA(pT ) at
√
sNN = 5.5 TeV for centrality classes 0-5% up to 70-80%.

compared to central collisions. The centrality dependence for the rest of the other parameters
behaves similarly and is discussed in [29] for B mesons.

We then compare the RAA(pT ) for the different parameters we have employed for B and D
meson semi-central collisions in Figure 2. Notice that the models employing D(p) parameters
break down around pT ∼ 15 GeV/c for D mesons due to the fluctuations growing rapidly with
pT (this can also be seen in Figure 1 for the various centrality classes). These fluctuations are
more pronounced for D mesons compared to B mesons due to the low mass of charm quarks,
thus these parameters have a limit of pT ∼ 15 GeV/c for D mesons. Despite the rapidly growing
fluctuations in the D(p) case for B mesons, the models employing D = const parameters show a
stronger momentum dependence due to the drag being extracted from the fluctuation-dissipation
theorem, which results in a µ that is inversely proportional to the energy of the heavy quark as
shown in Equation 3.

The drag coefficient, µ, has the largest contribution to the energy loss, in the EE prescription,
the ’t Hooft coupling is smaller by ∼ 2 and T is lower, so the drag for EE parameters is smaller
compared to ET parameters and results in less suppression. This difference in µ between the
two parameters is clearly reflected in our results shown in Figure 2 as the EE curves show a
higher RAA(pT ) compared to ET curves for the same diffusion coefficient.

In Figure 3, we show the centrality dependence of the v2(pT ) for B and D mesons respectively.
The v2(pT ) is low for central collisions and increases as we move up in centrality to semi-central
collisions as a result of the increase in the geometrical asymmetry in the collision overlap region.
The v2(pT ) is largest in semi-central collisions where the spatial anisotropy is largest and converts
to a large momentum anisotropy and consequently large v2. Generally, for the D(p) scenario
shown in Figure 3, the v2(pT ) is larger at low pT for D mesons compared to B mesons at fixed
centrality, and this is related to the strong fluctuations experienced by charm quarks due to
their lower mass compared to bottom.

We have also shown the B and D meson comparison of the v2(pT ) predictions for each set of
parameters for semi-central collisions (where we obtain the largest v2) in Figure 4. Notice the
anti-correlation of these v2(pT ) predictions to the RAA(pT ) results shown in Figure 2. We obtain
the largest v2(pT ) for ET , D(p) parameters, which corresponds to the RAA(pT ) and vice-versa.
This anti-correlation is understood as follows: a larger energy loss implies that quarks are more
sensitive to changes in geometry and thus results in a larger v2.
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(a) B mesons
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√
sNN = 5.5 TeV for the 30-40%Figure 2. B and D-meson RAA(pT ) for various parameters at

centrality class.
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Figure 3. EE, D(p) v2(pT ) at
√
sNN = 5.5 TeV for various centrality classes.

4. Conclusions
We have presented quantitative predictions for the RAA(pT ) and v2(pT ) for B and D mesons at√
sNN = 5.5 TeV for central, semi-central and peripheral collisions assuming a strongly coupled

plasma and employing AdS/CFT techniques. These predictions have been made using four
different sets of parameters to account for the theoretical systematic uncertainties due to the
mapping of parameters in QCD and N = 4 SYM.

We showed that the RAA(pT ) increases with centrality for both B and D mesons, which
is expected as a result of the changing geometry with centrality. The model employing D(p)
parameters breaks down at high-pT due to the growing fluctuations and is unreliable for D mesons
for pT & 15 GeV/c, and EE parameters show less suppression compared to ET parameters due
to the lower T and λ. We also showed that the v2(pT ) is largest in semi-central collisions where
the geometrical asymmetry is largest, and is anti-correlated with the RAA(pT ). The peak in
v2 is larger for D mesons compared to B mesons, both for fixed centrality and fixed parameter
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Figure 4. B and D-meson v2(pT ) at
√
sNN = 5.5 TeV for the 30-40% centrality class.

set, which is a result of the lower mass of charm quarks that makes them more sensitive to the√
medium flow. A further discussion on B meson results at sNN = 5.5 TeV for other centralities
and parameters can be found in [29].

One can also perform these calculations for other collision systems such as Xe+Xe and this
is left for future work. We would also like to incorporate pre-thermalisation energy loss effects
(possibly following a pQCD approach), which could provide insights on the motion of the heavy
quark prior the applicability of hydrodynamics.

Acknowledgments
The authors would like to acknowledge the SA-CERN Collaboration and the South African Na-
tional Research Foundation (NRF) for their generous financial contributions towards this work.

References
[1] Busza W, Rajagopal K and van der Schee W 2018 Ann. Rev. Nucl. Part. Sci. 68 339–376 (Preprint

1802.04801)
[2] Toia A (ALICE) 2011 J. Phys. G 38 124007 (Preprint 1107.1973)
[3] Horowitz W A 2013 Nucl. Phys. A 904-905 186c–193c (Preprint 1210.8330)
[4] Bjorken J D 1982 Energy loss of energetic partons in quark-gluon plasma: possible extinction of high pT jets

in hadron-hadron collisions Tech. rep. FERMILAB Batavia, IL
[5] Dong X, Lee Y J and Rapp R 2019 Ann. Rev. Nucl. Part. Sci. 69 417–445 (Preprint 1903.07709)
[6] Djordjevic M, Djordjevic M and Blagojevic B 2014 Phys. Lett. B 737 298–302 (Preprint 1405.4250)
[7] Berrehrah H, Bratkovskaya E, Cassing W, Gossiaux P B, Aichelin J and Bleicher M 2014 Phys. Rev. C 89

054901 (Preprint 1308.5148)
[8] Wu B 2015 Radiative energy loss and radiative p⊥ - broadening of high-energy partons in QCD matter 7th

International Conference on Hard and Electromagnetic Probes of High-Energy Nuclear Collisions (Preprint
1509.07483)

[9] Kharzeev D E 2009 Eur. Phys. J. C 61 675–682 (Preprint 0809.3000)
[10] Snellings R 2011 New J. Phys. 13 055008 (Preprint 1102.3010)
[11] Casalderrey-Solana J and Teaney D 2006 Phys. Rev. D 74 085012 (Preprint hep-ph/0605199)
[12] Gubser S S 2006 Phys. Rev. D 74 126005 (Preprint hep-th/0605182)
[13] Horowitz W A 2015 Phys. Rev. D 91 085019 (Preprint 1501.04693)
[14] Horowitz W A 2012 AIP Conf. Proc. 1441 889–891 (Preprint 1108.5876)
[15] Morad R and Horowitz W A 2014 JHEP 11 017 (Preprint 1409.7545)
[16] Akamatsu Y, Hatsuda T and Hirano T 2009 Phys. Rev. C 79 054907 (Preprint 0809.1499)

SAIP2021 Proceedings 

SA Institute of Physics 

 

ISBN: 978-0-620-97693-0 Page: 661



[17] Hambrock R and Horowitz W A 2017 Nucl. Part. Phys. Proc. 289-290 233–236 (Preprint 1703.05845)
[18] Hambrock R and Horowitz W A 2018 EPJ Web Conf. 171 18002 (Preprint 1802.02442)
[19] Cacciari M, Greco M and Nason P 1998 JHEP 05 007 (Preprint hep-ph/9803400)
[20] Cacciari M, Frixione S, Houdeau N, Mangano M L, Nason P and Ridolfi G 2012 JHEP 10 137 (Preprint

1205.6344)
[21] Miller M L, Reygers K, Sanders S J and Steinberg P 2007 Ann. Rev. Nucl. Part. Sci. 57 205–243 (Preprint

nucl-ex/0701025)
[22] Loizides C, Kamin J and d’Enterria D 2018 Phys. Rev. C 97 054910 [Erratum: Phys.Rev.C 99, 019901

(2019)] (Preprint 1710.07098)
[23] Shen C, Heinz U, Huovinen P and Song H 2011 Phys. Rev. C 84 044903 (Preprint 1105.3226)
[24] Qiu Z, Shen C and Heinz U 2012 Phys. Lett. B 707 151–155 (Preprint 1110.3033)
[25] Gubser S S 2008 Nucl. Phys. B 790 175–199 (Preprint hep-th/0612143)
[26] Herzog C P, Karch A, Kovtun P, Kozcaz C and Yaffe L G 2006 JHEP 07 013 (Preprint hep-th/0605158)
[27] Moerman R W and Horowitz W A 2016 (Preprint 1605.09285)
[28] Gubser S S 2007 Phys. Rev. D 76 126003 (Preprint hep-th/0611272)
[29] Ngwenya B A and Horowitz W A 2020 (Preprint 2011.07617)

SAIP2021 Proceedings 

SA Institute of Physics 

 

ISBN: 978-0-620-97693-0 Page: 662



Factorisation in Heavy Ion Collisions

W. A. Horowitz
Department of Physics, University of Cape Town, Private Bag X3, Rondebosch 7701, South
Africa

E-mail: wa.horowitz@uct.ac.za

Abstract. We present our latest findings on the status of factorisation in heavy ion collisions.
We show that energy loss calculations that assume factorisation yield results consistent with
factorisation: the leading order in energy asymptotics for the mean transverse momentum
squared picked up by a high energy particle propagating through a quark-gluon plasma is double
logarithmic. Further, the leading order behaviour for the difference in jet sizes in medium vs. in
vacuum is negative; i.e. we predict jet narrowing in heavy ion collisions. This qualitative result
is consistent with recent experimental measurements.

1. Introduction
A microsecond after the Big Bang the universe cooled to a chilly trillion degrees, at which point 
all of space was filled w ith a  n ovel s tate o f m atter: t he q uark-gluon p lasma ( QGP). A s the 
universe continued to cool and expand, the dynamics of this early stage of its history imprinted 
itself; further dynamics then propagated these inital conditions to the large-scale structure of 
the universe as we know it today.

From a theoretical perspective, the non-trivial, emergent many-body dynamics of quantum 
field t heories i s a n a ctive a nd i nteresting o pen a rea o f r esearch [ 1–4]. E ven “ simple” systems 
that depend only on the Abelian electromagnetic force show a wealth of extremely important 
behaviours that are currently not well understood from first p rinciples: e.g. the phase structure 
of water [5] or high temperature superconductivity [6]. We’re naturally led to consider the non-
Abelian generalisation of many-body dynamics in quantum field t heories i n o rder t o compare 
and contrast with the Abelian case and also because the non-Abelian case may be in some ways 
richer and in some ways simpler than the Abelian one [1–4, 7].

Experimentally, incredibly, we have the ability to probe these non-trivial, emergent, many-
body dynamics of a non-Abelian theory and also the physics of the early universe through heavy 
ion collisions at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider 
(LHC). One of the most important experimental tools for investigating the properties of the 
QGP produced in these heavy ion collisions is known as “hard probes” [8]. Hard probes are 
particles with a large scale (mass or energy) that are produced in the initial overlap of nuclei 
in these nuclear collisions. These particles subsequently propagate through the medium created 
by the collisions. The idea is that measuring the difference in distribution of these particles 
in heavy ion collisions compared to the distribution of these particles when produced in much 
smaller collision systems (in angle, momentum, etc.) will provide insight into the properties of 
the QGP.
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In order to connect the measured distribution of particles to properties of the QGP, we need
theoretical calculations. For the particular case of hard probes, one avenue is to assume that the
hard probes is weakly coupled to a weakly coupled QGP medium. One then derives expressions
for the amount of energy lost from the hard probe to the QGP as the probe propagates through
the medium [9–17]. Phenomenological models built on these energy loss calculations have shown
great success in describing experimental data [18–20]. One important avenue for research going
forwards is to put these energy loss derivations on more solid theoretical footing. In particular,
it’s important to understand how the corrections to the current leading order results might scale
with, e.g., the energy of the probe.

2. Factorisation in QCD
In many simpler QCD systems, e.g. deep inelastic scattering (DIS), semi-inclusive deep inelastic
scattering (SIDIS), Drell-Yan production (DY), etc., theoretical predictions are known to be of
a factorised form [21]. These factorised formulae share two important aspects. First, the high-
energy (or hard scale), short distance physics is factorised from the low-energy, non-perturbative
physics. Second, it’s known that the corrections to these factorised formulae are down by a very
large energy scale ∼ 1/Q2, Q � ΛQCD, where ΛQCD characterises the energy scale at which
non-perturbative physics sets in in QCD. What we would like to do, then, is work towards a
factorised form for energy loss calculations in heavy ion collisions.

As a first step in that programme, we would like to compare a result computed within the
factorised approach and one within the energy loss approach. One such observable is the mean
transverse momentum squared picked up by the hard probe as it propagates through the medium,
〈p2

T 〉. The factorised approach to this SIDIS-type calculation has been computed to next-to-
leading order accuracy [22, 23], which is to say up to corrections including radiative (energy loss)
emissions. Similar to other factorised DIS and SIDIS calculations [21], this factorised approach
yields a type of parton distribution function with DGLAP-like evolution equations induced by
the NLO contributions. Since the leading order contribution is from elastic scattering and should
grow like log(E), we expect that the evolution equations will lead to an additional logarithmic
growth in energy. While an explicit calculation has not been performed yet, we thus expect an
overall log2(E) dependence from the factorised approach for ∆〈p2

T 〉, the difference in transverse
momentum squared picked up by the parton in medium minus the transverse momentum picked
up by the parton through vacuum radiation emissions. In the following, we investigate the
leading energy asymptotics of 〈p2

T 〉 as computed within the energy loss approach.

3. Energy Loss at High Energy
In the limit of massless particles and the soft and collinear emission of gluon radiation off of a
high-energy parton propagating through a weakly-coupled QGP, the single inclusive distribution
of emitted radiation in medium (minus the radiation emitted by a hard scattering in vacuum)
is given by [11]:

dNg

dxd2kTd2qT
= C

2
R

π

α
2

s L

λ

1
k2

T

µ2

π(qT
2 + µ2)2

2kT · qT (kT − qT )2

(4xE/L)2 + (kT − qT )4 , (1)

where CR is the colour Casimir relevant for the gluon or quark parton, qT is the transverse
momentum picked up by the parton from the medium, x is the (lightcone plus) momentum
fraction taken by the emitted gluon from the parton, kT is the transverse momentum of the
emitted gluon, L ∼ 5 fm is the length of the plasma traversed by the parton, λ ∼ 1 fm is the
mean free path of a gluon in the plasma, and µ ∼ 0.5 GeV is the Debye mass of the plasma.
The upper bound of the qT integration is set to qmax ≡

√
3µE, which is the kinematic bound

for elastic 2→ 2 scattering of two massless particles, one with energy E and one with a thermal
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momentum of ∼ 3µ. The upper bound of the kT integration is kmax ≡ 2x(1 − x)E, which 
ensures that the emission of the radiation is approximately collinear.

Note that because equation (1) is a difference in radiation distributions, there are regions of 
phase space for which dNg/dxd2kT d

2qT < 0, indicating the importance of quantum mechanical 
destructive interference in the QGP case: the presence of the QGP medium suppresses the 
emission of radation in some cases, leading to less overall radiation than when the medium is 
not present.

Since equation (1) is a single inclusive distribution, the number of emitted gluons is not fixed 
(CITE multigluon). (For the typical values of µ, L, and λ quoted above, the total number of 
emitted gluons is ∼ 3.) Thus when we compute the ∆〈p2

T 〉 of the emitted parton, we should 
simply compute:

∆〈p2
T 〉 ≡ 〈p2

T 〉QGP − 〈p2
T 〉vacuum =

∫
dxd2kTd

2qT (kT − qT )2 dNg

dxd2kTd2qT
. (2)

4. Asymptotic Analysis
Numerical evaluation of equation (2) is difficult. While the integral converges, the integral
only barely converges. The reason the integral only barely converges is that the integrand is
composed of several terms. If the separate terms are integrated individually, they diverge. Only
when the terms are integrated together are there the correct, delicate cancellations needed for
the total integral to converge. It’s generally difficult for numerical integration routines to fully
capture such a delicate cancellation. An analytic handle on the result is therefore desirable. One
approach to approximating equation (2) is to perform a change of variables to q′ ≡ kT−qT . This
shift in integration variables significantly simplifies the integrand at the cost of complicating the
integration region. The integral is broken up into three regions:

∆〈p2
T 〉 =

∫ xmin

0
dx

∫ kmax(x)

0
d2kT

∫ q+
max(kT )

0
d2q′I

+
∫ 1

xmin

dx

∫ qmax

0
d2kT

∫ q+
max(kT )

0
d2q′I

+
∫ 1

xmin

dx

∫ kmax(x)

qmax

d2kT

∫ q+
max(kT )

q−
max(kT )

d2q′I, (3)

where the integrand I is the same in all three regions and is given by:

I ≡ CRαs

2π2
L

λ

1
k2

T π
( µ2

(kT − q′)2 + µ2)2 2kT · (kT − q′)q′4

(4xE/L)2 + q′4
. (4)

The q′ integration limits are given by:

q±max ≡ kT cos(θkq)±
√

(qmax)2 − k2
T sin2(θkq), (5)

where θkq is the angle between the kT and q′ vectors, and xmin ≡ 
√

3µ/4E.
In order to make our job of analysing equation (2) easier, we will take kmax = 2xE. Since 

spin-1 radiative emissions are dominated by small x, we expect this to be a good approximation.
Numerical investigation of the three regions shows that the first two contributions grow with 

log2(E) while the third region grows only with log(E). The overall log2(E) growth is reassuring 
as it should match what we believe will be the leading double logarithmic energy dependence 
from the factorised approach as noted above.
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To derive analytic expressions from the first t wo i ntegrals o f e quation ( 3), i t’s u seful to 
approximate the upper bound on the q′ integrals as infinity. Numerical investigation shows that 
this approximation makes little difference in the overall results, especially as one increases in 
energy. Intuitively, one can understand this insensitivity as follows: the dominant contribution 
to the integrals comes when k ∼ q′, since these values minimise the denominator in equation 
(4). Physically, the greatest transverse momentum transfer to the parton from the radiation 
occurs when the parton has the smallest momentum transfer from the medium.

Once the k dependence is gone from the q integration, we may readily analytically integrate 
equation (4) over kT = |k| and θkq. (A trivial 2π falls out of the extra angular integral, as per 
usual.) The integration over x is less easy, but still analytically tractable; the expression is long 
and not insightful. Clever rearrangement of terms leads to analytically tractable integrands that 
numerical investigation show grow with energy and terms that do not. The final result, correct 
to leading logarithms in energy is:

∆〈p2
T 〉 = −CR

4
αs L

λ
µ2
[

log2
( 4E
µ2L

)
+ 5π2

12

]
. (6)

5. Conclusions
One can see from equation (6) that the leading double logarithmic term for the change in the
mean transverse momentum squared picked up by a parton emerging from nuclear collisions is
negative, which is to say that jets are narrowed by the presence of the QGP medium. Further,
the effect scales as one might expect. Higher energy jets are narrowed more by the QGP
than less high energy jets, and the narrowing increases with increasing pathlength and Debye
screening and for gluon vs. quark jets; i.e. the greater the quantum interference—from a greater
amount of induced radiation—the more the jet is narrowed. The leading double logarithmic
energy dependence is also what one expects if factorisation should hold for the system: elastic
energy loss leads to a logarithmic dependence on energy and DGLAP-like evolution will add an
additional log.

This qualitative prediction of the narrowing of jets is consistent with preliminary results from
the ALICE Collaboration at the LHC [24].

Interesting further work includes quantifying the differences between the energy loss approach
and the factorisation approach, and considering higher order effects such as from small path
lengths [25], small system sizes [26, 27], or the flow of the medium [28].
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Abstract. In this work, a brief review of a new form of scalar-tensor theories of gravity, known
as gravitational scalar-tensor theories in which the action is composed of the Ricci scalar and its
first and second derivatives is made. Some of the cosmological applications in these new theories
are discussed considering different models corresponding to the first non-trivial extensions of
general relativity possessing 2 + 2 degrees of freedom. We show that the resulting cosmological
behavior is in agreement with observations.

1. Introduction
Despite the success of the standard cosmological model based on the theory of General Relativity
(GR), the recent developments in observational cosmology and astronomy led to the statement
that this model is inadequate to explain many phenomena in the Universe [1]. The Universe has
experienced two phases of cosmic acceleration. The first one is the inflation phase which is an
early-time accelerated phase and it is believed to have happened a fraction of second after the Big
Bang and prior to the radiation-dominated epoch. The second phase is the accelerated expansion
in the present universe which is considered to have started since the Universe entered its dark-
energy-dominated epoch [2]. The two phases of accelerated expansion are very challenging
however, there are recent attempts and alternatives to the standard Big Bang model proposed
to explain these phenomena. Some of those attempts are within the framework of GR and
some focused on the possibility of modifying GR, by modifying the gravitational sector of the
theory. Extending the work done in [3], this particular piece of literature is aimed at studying
a new form of scalar-tensor theories of gravity, known as gravitational scalar-tensor theories.
There has been some recent work on the scalar-tensor theories of gravity on how to construct a
gravitational modification without presenting ghosts behavior or any instabilities which normally
arise due to the extra degrees of freedom introduced in such modification. In 1974, Horndeski [4]
was able to construct the single-scalar field theory with second-order equations of motion with
respect to the scalar field and the metric which involves 2 + 1 propagating degrees of freedom,
and thus without ghosts. This theory is further extended as in [5–10] with the same 2 + 1
propagating degrees of freedom. In [11], the authors managed to construct a gravitational
modification namely gravitational scalar-tensor theories, which possess 2 + 2 degrees of freedom
that propagate without introducing ghost nor Ostrogradski instabilities [12] under a specific
choice of the Lagrangian. They considered a theory of gravity with an action that is composed
of the Ricci scalar and its first and second derivatives. [3, 11]

S =
1

2

∫
d4x
√
−gf

(
R, (∇R)2,�R

)
, (1)

where �R = gab∇a∇bR. The action of these theories can be transformed to an action of
multi-scalar fields coupled to gravity, by using double Lagrangian multipliers. E.g., if we have
f(R) and f(φ), we introduce a new variable λ called a Lagrangian multiplier and it is defined
L(R,φ, λ) = f(φ) − λ(φ − R), so in case of f(R, (∇R)2,�R), we introduce a set of Lagrange
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multipliers (λ̃, Λ̃1, Λ̃2) and the associated auxiliary fields (φ,X,B) in order to reduce the order
of derivatives [3]:

λ̃f(R, (∇R)2,�R) = f(φ,X,B)− (φ−R)− Λ̃1(X − (∇R)2)− Λ̃2(B −�R) , (2)

where

λ̃ Λ̃= λ+∇ρ[ 1∇ρ(φ+R)]−�Λ̃2 , Λ̃1 = Λ1 , Λ̃2 = Λ2 . (3)

By using Eq. (2) and Eq. (3) and by replacing all the derivatives of R with the derivatives of
φ, one can rewrite the action in Eq. (1) as follows [11]

S =

∫
d4x
√
−g
[
f(φ,X,B)− λ(φ−R)− Λ1(X − (∇φ)2)− Λ2(B −�φ)

]
. (4)

This action does not involve any derivative terms of those two variables Λ1 and Λ2 which
implies that the variation of the action with respect to these two variables results in constraint
equations [11]. Therefore, the action in Eq. (4) can be written as

S =

∫
d4x
√
−g
[
f(φ, (∇φ)2,�φ)− λ(φ−R)

]
. (5)

This action has derivative terms of φ, which implies a dynamical equation of φ. Since the
higher derivatives terms except for λR come from �φ, therefore λ is also treated as a dynamical
field. In order to reduce the order of derivatives, in [11], another Lagrangian multiplier and the
associated auxiliary field have been introduced for �φ as

(6)f(�φ) = f(B)− Λ(B −�φ) ,

therefore, the action in Eq. (5) is now written as

S =

∫
d4x
√
−g
[
f(φ, (∇φ)2, B)− λ(φ−R)− Λ(B −�φ)

]
. (7)

By varying this action with respect to B, given that this action is independent of the derivative
of B [11], therefore we have

δS =

∫
d4x
√
−g[fB − Λ] . (8)

Since the action is independent of the derivative of B, δS yields a constraint equation, fB = Λ,
where fB denotes partial derivative of f with respect to B. By replacing this constraint back
into the action in Eq. (7), and by varying the action with respect to B, the resulting action is

δS =

∫
d4x
√
−g[−fBB(B −�φ)] . (9)

1- If fBB = 0, B does not enter√ linearly in the Lagrangian and under a conformal

transformation where gab = 1
2e
− 2

3
X
ĝab, the action of the new gravitational scalar-tensor

is given as [3]

S =

∫
d4x
√
−ĝ
[1

2
R̂− 1

2
ĝab
(
∂aX∂bX + e

−
√

2
3
X
∂aϕ∂bφ

)
−1

4

(
e
−
√

2
3
X
φ+ e

−2
√

2
3
X
(

∇ϕB(φ, ( ˆφ)2, ϕ)− f
))]

. (10)

2- If fBB = 0, B enters linearly in the Lagrangian, and the function f can be rewritten as

f
(
R, (∇R)2,�R

)
= K

(
R, (∇R)2

)
+ G

(
R, (∇R)2

)
�R . (11)
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The action of the new gravitational scalar-tensor is given by [3, 11]

S =

∫
d4x
√
−ĝ
[1

2
R̂− 1

2
ĝab∂aX∂bX − √

1

6
e
−
√

2
3
X
ĝabG∂aX∂bφ

+
1

4
e
−2

√
2
3
XK +

1

2
e
−
√

2
3
XG�̂φ− 1

4
e
−
√

2
3
X
φ
)]

, (12)

where

K = K(φ,B) , G = G(φ,B) , B = 2e

√
2
3
X
gab∂aφ∂bφ . (13)

As shown in [11], despite the higher derivative nature of the Lagrangian, this new theory does
not introduce any ghost under an appropriate choice of the Lagrangian.

2. Field equations in the gravitational scalar-tensor theories
In [3], the authors investigated the cosmological behavior in gravitational scalar-tensor theories
to study the late-time evolution of a universe governed by these theories. They introduced the
action of the matter sector Sm, and considered a homogeneous and isotropic geometry in the
Einstein framework such that the total action is S = S + Sm. We consider the following flat
Friedmann-Lemâıtre-Robertson-Walker (FLRW) spacetime metric where the two scalar fields
are time-dependent only:

ds2 = −dt2 + a(t)2δijdx
idxj . (14)

Therefore, the Friedmann equations and the evolution equations are given as [3],

3H2 − ρm −
1

2
Ẋ 2 +

1

4
e
−2

√
2
3
XK +

2

3
φ̇2 φ̇
( (√

6Ẋ − 9H
)
− 3φ̈

)
GB

−1

2
e
−
√

2
3
X
(
Ḃφ̇GB +

1

2
φ+ φ̇2

(
Gφ − 2KB

))
= 0 , (15)

1

2
Ẋ 2 +

1

4
e
−2

√
2
3
XK +

1

2
e
−
√

2
3
X
(
Ḃφ̇GB −

1

2
φ+ φ̇2Gφ

)
= 0 , (16)

˙

3H2 + 2Ḣ + pm +

εX = Ẍ + 3HX − 1

3
φ̇2 φ̇
( (

3
√

6H − 2Ẋ
)

+
√

6φ̈
)
GB

+
1

2
√

6
e
−
√

2
3
X
(

2Ḃφ̇ φ̇GB − φ+ 2 2
(
KB + Gφ

))
+

1√{6e
−2

√
2
3
XK = 0 , (17)

εφ =
1

3
e
−
√

2
3
X
φ̇
( (
− 9H +

√
6Ẋ
)
− 3φ̈

)
KB +

1

6
Ḃ 3e

−
√

2
3
X
Ḃ + 4φ̇

(
φ̇(9H −

√
˙6X ) + 3φ̈

)}
GBB

+
1

3
e
−
√

2
3
X
(
φ̇(9H −

√
˙6X ) + 3φ̈

)
Gφ

{
e
−
√

2
3
X
Ḃφ̇+

2

3
φ̇2
(
φ̇(9H −

√
˙6X ) + 3φ̈

)}
GBφ

−e−
√

2
3
X
φ̇2KBφ +

1

2
e
−
√

2
3
X
φ̇2Gφφ − e

−
√

2
3
X
Ḃφ̇KBB +

{
4

3
φ̇(9H − 2

√
˙6X )φ̈

− 1√
6
e
−
√

2
3
X
ḂẊ φ̇+ 2

( √
18H2 + 6Ḣ − 3 6HẊ − 2

3
Ẋ 2 −

√
6Ẍ
)}
GB

−1

4
e
−2

√
2
3
XKφ +

1

4
e
−
√

2
3
X

= 0 . (18)

√
Here B(t) = −2e

2
3
X
φ̇2 , and dots denote differentiation with respect to time and the subscripts

refer to the partial differentiations with respect to the corresponding argument. The Friedmann
equations presented in Eqs. (15) and (16) can be written as

H2 =
1

3
(ρDE + ρm) , 2Ḣ + 3H2 = −(pDE + pm) , (19)
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where ρDE and pDE represent an effective dark energy sector with energy density and pressure
respectively:

ρDE =
1

2
Ẋ 2 − 1

4
e
−2

√
2
3
XK − 2

3
φ̇2
(
φ̇(
√

˙
)
G

+
1

2
e
−
√

2
3
X
(
Ḃφ̇G +

φ
φ̇+ 2(Gφ − 2KB)

6X − 9H)− 3φ̈)
, (20)

pDE =
1

2
Ẋ 2 +

1

4
e
−2

2√
2
3
XK +

1

2
e
−
√

2
3
X
(
Ḃφ̇

)
, (21)

ρwith the dark-energy equation of state parameter wDE = pD
D

E

E

GB + φ̇2Gφ −
φ

2

.

2 −
ζ
2

3. Cosmological applications in gravitational scalar-tensor theories
In [3], the authors have considered different functional forms of K and G to study the late-time
evolution of a universe governed by these new theories considering different models. In this
subsection, we will investigated the cosmological application of the new gravitational scalar-
tensor by considering two different models by choosing particular functional form of K and
G.

Model 1: K(φ,B) = φ2 B and G(φ,B) = 0
Here ζ is the corresponding coupling constant. We apply a transformation to any time derivative
function f and H into a redshift z derivative as follows

ḟ = −H(1 + z)H
df

dz
, (22)

f̈ = H(1 + z)2
dH

dz

df

dz
+H2(1 + z)

df

dz
+H2(1 + z)2

d2f

dz2
. (23)

The redshift is given in terms of the scale factor as z = (−1+ a0
a ), with the normalized coefficient

represented by a0 and consider the matter sector to be dust i. e., pm ' 0. In this model, the
Friedmann and the evolution equations Eqs. (15) - (18) and the effective dark-energy energy
density and pressure Eqs. (20) - (21), in the redshift space become:

X ′′
+
( 1

H

dH

dz
− 2

(1 + z)

)
X ′

+
1

2
√

6
ζe
−
√

2
3
X
φ

′2 −

(
1− e−

√
2
3
X
φ
)

2
√

6H2(1 + z)2
e
−
√

2
3
X
φ = 0 , (24)

ζφ′′ + ζ
( 1

H

dH

dz
− 2

(1 + z)

)
φ

′ −
√

6

3
ζφ

′X ′
+

1

2H2(1 + z)2

(
1− e−

√
2
3
X
φ
)

= 0 , (25)

1

6

(
X ′2 +

1

2
ζe
−
√

2
3
X
φ

′2
)

(1 + z)2 − 2(1 + z)

3H

dH

dz
−

(
1− 1

2e
−
√

2
3
X
φ
)

12H2
e
−
√

2
3
X
φ = 0 , (26)

Ωm = 1− 1

6

(
X ′2 +

1

2
ζe
−
√

2
3
X
φ

′2
)

(1 + z)2 − 1

12H2
e
−
√

2
3
X
(

1− 1

2
e
−
√

2
3
X
φ
)
φ , (27)

q =
3Ωm

2
+

1

2

(
X ′2 +

1

2
ζe
−
√

2
3
X
φ

′2
)

(1 + z)2 − 1 , (28)

ωDE =
1

3ΩDE

(
X ′2 +

1

2
ζe
−
√

2
3
X
φ

′2
)

(1 + z)2 − 1 , (29)

ΩDE =
1

6

(
X ′2 +

1

2
ζe
−
√

2
3
X
φ

′2
)

(1 + z)2 +
1

12H2
e
−
√

2
3
X
(

1− 1

2
e
−
√

2
3
X
φ
)
φ . (30)

We solve the whole system of equations for this model numerically and we present the
cosmological evolution for the matter, dark energy density parameters, the dark-energy equation
of state parameters, as well as the evolution of the deceleration in Figs. 1 - 4 for the parameters
choice ζ = 10, Ωm0 =

3

ρ

H
m0

2 ' 0.3 and ΩDE0 =
ρ

3
D

H
E
2
0 ' 0.7.
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Figure 1. The evolution of Ωm and ΩDE versus
the redshift z for model 1.

Figure 2. The evolution of the deceleration
parameter q versus the redshift z for model 1.

Figure 3. The evolution of the dark-energy
equation of state parameter ωDE versus the
redshift z for model 1.

Figure 4. The evolution of ωDE versus the
redshift z for and different values of the model
parameter ζ for model 1.

Model 2: K(φ,B) = ζB and G(φ,B) = ζφ2

2
In this model, the Friedmann and the evolution equations Eqs. (15) - (18) and the effective
dark-energy energy density and pressure Eqs. (20) - (21), in the redshift space become:

X ′′
+
( 1

H

dH

dz
− 2

(1 + z)

)
X ′ − 1√

6
e
−
√

2
3
X
ζ(1− φ)φ

′2 − 1√
6H2(1 + z)2

e
−
√

2
3
X
φ = 0 , (31)

ζφ′′ + ζ
( 1

H

dH

dz
− 2

(1 + z)

)
φ

′ −
√

6

3
ζφ

′X ′
+

1

4H2(1 + z)2

(
1− 2ζH2(1 + z)2φ

′2
)

= 0 ,(32)

−2H(1 + z)
dH

dz
+ 3H2 +

1

2

(
X ′2 − (1− φ)ζe

−
√

2
3
X
φ′2
)
H2(1 + z)2 − 1

4
e
−
√

2
3
X
φ = 0 ,(33)

Ωm = 1− 1

6

(
X ′2 − (1− φ)ζe

−
√

2
3
X
φ

′2
)

(1 + z)2 − 1

12H2
e
−
√

2
3
X
φ , (34)

q =
3Ωm

2
+

1

2

( √
X ‘2 − (1− φ)ζe

− 2
3
X
φ

′2
)

(1 + z)2 − 1 , (35)

ωDE =
1

3ΩDE

(
X ′2 + (1− φ)ζe

−
√

2
3
X
φ

′2
)

(1 + z)2 − 1 , (36)

ΩDE =
1

6

(
X ′2 − (1− φ)ζe

−
√

2
3
X
φ

′2
)

(1 + z)2 +
1

12H2
e
−
√

2
3
X
φ . (37)

We solve the whole system of equations for this model numerically for the parameters choice
ζ = −1, we present the cosmological evolution for the matter, dark energy density parameters,
the dark-energy equation of state parameters and the deceleration parameter in Figs. 5 - 7.
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Figure 5. The evolution of Ωm and ΩDE

versus the redshift z for model 2.

Figure 6. The evolution of the deceleration
parameter q versus the redshift z for model 2.

Figure 7. The evolution of the dark-energy equation of state parameter ωDE versus the redshift
z for model 2.

4. Conclusion
We investigated the cosmological application of the new gravitational scalar-tensor by
considering two different models by choosing particular functional form of K and G. We noticed
from the plots for both models 1 and 2 that the evolution of the matter and dark energy density
parameters Ωm and ΩDE shows the transition from the matter to the dark energy epoch. The
evolution of the deceleration parameter q also show the transition from deceleration (q > 0) to
acceleration (q < 0). The evolution of the dark-energy equation of state parameter ωDE almost
stabilizes in a value very close to the cosmological constant, however it seems to be affected by
both the model we consider and the coupling constant ζ.
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